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Abstract 

 

Soil structure investigation is very important in many Engineering applications. The 

Electrical Engineers extensively use the soil structure information when designing 

grounding systems. The sub soil structure with its resistivity distribution has a direct 

impact on the performance of the grounding system, that is, the electrode resistance 

and the surface voltage distribution. 

 

In Applied Geophysics a variety of soil structure investigation methods are used. 

Among these, the Electrical Resistivity Method has become very popular due to its 

simplicity. The resistivity method measures apparent resistivity of the ground to a 

direct current flow. The field data contain apparent resistivity values and geometry 

information. When the field data is interpreted, it detects the discontinuity of 

resistivity distribution in a location of interest. This interpretation can be done One 

dimensionally( lD), Two-dimensionally (2D) or Three-dimensionally (3D) 

depending on the application's necessity. The interpretation of resistivity field data 

using inversion techniques may be ambiguous. Conventional ID DC resistivity 

inversion techniques include graphical methods requiring interpolation and judgment 

and computer based iterative calculation methods. 

 

The work presented in this thesis, investigates a new resistivity data inversion tool, 

Neural networks(NNs). Neural Networks are capable of solving several types of 

problems, including  parameter estimation, parameter prediction, pattern recognition, 

classification and optimization. Also recently the use of Neural Networks in the 

Geophysics parameter estimation problems has Shown strong results. With this 

recent trend in the applicability of the NN's for the non linear geophysical inversion 

problems NN's is proposed as the inversion tool for parameter estimation or Sub 

surface interpretation. The main intention of this study is to investigate the 

applicability of NNs as a fast and accurate inversion tool for field resistivity data. 

The study considers the approach and capabilities of the NNs in inversion of field 



  

resistivity data to interpret ID, 2D or 3D sub soil Structure with resistivity 

discontinuities. 
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1.1 Background 

Chapter 1 
Introduction 

Earth resistivity surveymg is commonly conducted to interpret the subsurface 

conditions (soil structure) for engineering applications. Soil structure investigation is 

\cry important in many Engineering applications such as Electrical Engineering. Civil 

Engineering and Earth Resource Engineering applications. For instance Civil 

Engineers investigate the soil structure for pile foundation constructions. Earth 

Resource and Mines Engineers apply them in mineral and groundwater exploration. 

Sand Gravel prospecting and oil exploration; and Electrical Engineers usc soil 

structure knowledge for designing of grounding systems and for lighting protection 

design. Nowadays they are also extensively used to monitor groundwater 

contamination. locate subsurface cavities and fissure for various other engmeenng 

applications. 

Sub soil structure investigations can be done by indirect methods and by direct 

methods. The latter includes the direct drilling of the earth which is time consuming 

and costly. Limitations do arise in physical excavations on subsurface study clue to 

d1gging. 

Indirect methods come under Geophysics. where. among other methods, they use 

electrical energy to gain knowledge of the interior of the earth. These methods arc 

based on sound principles or physical science. which is Geophysics. and involves the 

application of physical theories and measurements to discover the properties of the 

earth or the soil structure. 

Geophysics can be divided into two broad categories: Whole earth geophysics and 

applied geophysics. Whole earth geophysics involves the study of physical processes 

that span the \Vholc earth. such as those associated with plate tectonics. earthquakes 

and the earth's magnetic field. 

Applied geophysics is the use methods such as seismic. gravity. magnetic. electricaL 

and electromagnetic. in the search for oil, gas. metallic mineral deposits. and water. It 

also inc I udes the i 1westi gation of subsurface structures and matcri als that ha vc 



I 

eng1ncenng implications. the study or near-surface processes that impact the 

environment and society. and more. with the objective of economic exploitation. The 

variation in electrical conductivity and natural cunents in the earth. rates or decay of 

artificial potential differences introduced into the ground. local changes of gravity. 

magnetism and radi oacti vi t y- all these prm ide information about the nature of 

structure below the surface. thus permitting geophysists to determine the most 

favorable places to search for the mineral deposits etc., that they seck. ln short. 

geophysical exploration intends to create an image or the subsurface of the earth in 

terms of its physical properties. Unlike solid earth geophysics. exploration geophysics 

generally concentrates on finding lateral heterogeneities in a relatively small part of 

the earth ·s crust. 

Applied Geophysics in the search for minerals. oil and gas may be divided into the 

methods or Ex pi oration as given in Table 1.1. 

Geophysical Method Quantitative Measure 

(Experimental or observational data) 

IG~~~~ty M~thod Measures the variation m gravitational field 

of the earth 

Magnetic :vtethod measures the earth's ambiem magnetic field 

Seismic Methods (reflection and I measures the response of seismic (sound) 

rcfracti on ) 

Electrical 

:VIet hods 

~tancous 

I Potential 

Electromagnetic 

vvaves that arc input into the earth 

measures naturally occurring DC cunents 

measure apparent resistance of ground to I 

Method induced alternating current (AC) flow 

rField resistivity i Measures apparcnt~resistancc/resistivity of -~-I 
. measurements I ground to direct current flow. 

~-~"-----~ 
Induced 1 measures effect on current flow of charge I 

Polarization I storage in ground 
~~ ~ --~ 

Cround-pcnctrating radar I Measures changes in dielectric properties 

Table 1.1 ~Applied Geophysical Methods 

l 



It should be pointed out that geophysics techniques can detect only a discontinuity, 

that is. \vhere one region differs sufficiently from another in some property. This. 

hm\e\er, is a universal limitation, for we cannot perceive that which is homogeneous 

tn nature: \\e can cl!sccrn only that which has some variation in time and/or space [I]. 

The choice of techniques to locate a certain mineral depends on the nature of the 

mmeral and of the surrounding rocks. Sometimes a method may give a direct 

tndJcation of the presence of the mineral being sought, for instance, the magnetic 

method ''hen used to find magnetic ores of iron or nickel: at other times the method 

mav indicate unlv whether or not conditions are favorable to the occurrence of the . . 
mineral sought. For instance, the magnetic method is used in petroleum exploration as 

a reconnaissance tool to determine the depth to the basement rocks and thus determine 

the sediments arc thick enough to warrant exploration. 

1.2 Electrical Geophysical Methods and their applications 

Electrical exploration methods may be subdivided into two main groups. One group is 

concerned with measurement of resi sti vi ty, or conductivity, of rocks, while the other 

group is concerned with measurement of their capacitance. The resistivity, induction 

and magneto-telluric methods belong to the first group, and the induced polarization 

methods belong to the second group. 

1.2.1 Spontaneous Potential Method 

The Spontaneous Potential or Self Potential method measures the natural variation of 

the ground voltage between t\vo electrodes. The voltage variation is caused bv 

electrochemical reactions at a conductive body. 

Natural oxtdatton-rcduction processes generate small electrical potentials that can be 

measured and mapped. Oxidation of a mineral such as pyrite, transforms iron sulfide 

Into iron oxide: that liberates electrons. which produce a negatively charged electrical 

current that is normally under one volt. Spontaneous Potential methods take advantage 

of this phenomenon that contrasts zones with higher concentration of sulfides in 

o.xidation which prodLtCe negative potential anomalies that stand out well below the 

local base lc\cl. 

~ _, 



To measure small currents on the ground one needs special electrodes that do not 

polarize as they are introduced in the soil. Spontaneous potential (SP) is measured by 

an electrode in a borehole relative to a fixed reference electrode on the surface. In the 

field one probe of a voltmeter is placed at the Earth's surface (called surface electrode) 

and the other probe in the borehole (called down hole electrode), where the SP is to be 

measured. In fact. logging tools employ exactly this method. Since this measurement 

is relatively simple. usually the SP down-hole electrode is built into other logging 

tools. 

1.2.2 Electromagnetic induction Method 

The electromagnetic induction (EM) method measures the response of an induced 

alternating current. A current is induced into the ground by a transmitting coil. A 

receiving coil is placed a short distance away to measure the induced earth current. 

The size of the induced current depends on the geologic material (lithology) beneath 

the transmitter and receiver. By mapping changes in the induced current, it is possible 

to map out changes in lithology, in order to determine the potential presence of an 

aquifer. A map of subsurface conductivity can be produced from the data obtained in 

an electromagnetic induction survey. The map shows areas of disturbed soiL buried 

metallic objects. and changes in soil conductivity that may be related to disposal of 

h1ghly conducti\e substances. 

The EM method is also very sensitive to metal. Thus. the location of buried metal 

objects, such as drums or pipes, can be mapped with this technique. 

1.2.3 Resistivity Method 

All resisti\·ity methods employ an artificial source of current, which is introduced to 

the ground through point electrodes. In practice. the current is introduced into the 

ground through one pair of electrodes. Current flow between these electrodes span out 

through the ground in a pattern and intensity that depends on the conductivity of the 

ground and any stratification or obstacles that lie in the vicinity of the electrodes. A 

second pair of electrodes is then used to quantitatively measure the voltage pattern on 

the surface resulting from the current flow pattern of the first set of electrodes. Finally 

an effective or apparent resistivity of the subsurface is determined. 

4 



Search for geothermal reservoirs normally involves resistivity surveying and is also 

employed routinely in groundwater exploration and in civil engineering. 

The chief dnt\\back cf the method is its high sensitivity to minor variations rn 

conductivity ncar the surface; in electronic parlance the noise level is high. This 

limitation added to the practical difficulties involved in dragging several electrodes 

and long\\ ires through rough areas and due to cultural problems causing interference. 

e.g., power lines. pipelines. buried casings, fences has made the electromagnetic 

method popular than resistivity in mineral exploration. The resistivity method is not 

particularly suitable for oil prospecting. 

The rapid development of the induced polarization technique. which includes 

resistivity data. has guaranteed the resistivity method's continuous use in spite of its 

limitations. 

1.2.-t.-t Induced Polarization Method 

Induced Polarization (lP) is an Electrical method of geophysical surveying employing 

an electrical current to determine indications of mineralization. The induced 

polanzatiun method has been developed for detecting small concentrations of 

disseminated mineralization in base metal exploration. With the IP surveys subsurface 

materials. such as ore's can be easily identified. This method has also found limited 

usc for detecting other exploration targets. e.g., in groundwater exploration. 

geotechnical and cr1\'ironmental applications. 

The method is similar to electrical resistivity surveys. in that an electric current is 

induced into the subsurface through two electrodes, and voltage is monitored through 

l\\O other electrodes. In the Time domain IP method the slow decay of voltage or 

chargeability 0\Cr a specified time interval after the induced voltage is removed. The 

integrated voltage i~. used as the measurement, vvhen the injected current is stopped. 

The IP method therefore measures the bulk electrical chargeability of the rocks. 

Frequency domain IP methods usc alternating currents (AC) to induce electric charges 

in the subsurface. and the apparent resistivity is measured at different AC frequencies. 

) 



The induced polarization (IP) method \vas developed originally for ore exploration. 

The transition from electronic to electrolytic conduction causes strong polarization 

ci'fects in ores. However, other porous materials also exhibit polarization effects. They 

are caused hy electrochemical processes at the internal interface between the pore 

fluid and the mineral grains. Although these effects arc one to two orders smaller in 

size. modern IP equipment is able tc resolve. 

1.3 Resistivity Method- The Inverse Problem 

The inversion of field de resistivity measurements to interpret the actual sub soil 

structure is presently a popular geophysical method. The scientific procedure for the 

study of such a physical system can be divided into the following three steps [:2]. 

• Ponllnclcri::.arion of" the S\'Stcnz: 

The discll\ery of a minimal set of model parameters whose values completely 

characterize the system. 

• For\\'ord nwdelino 
'~ 

The discovery of the physical laws. which allows us to make predictions on the 

results of measurements on some observable parameters. when the model 

parameters are given. 

• fll\'CI"SC 1110dcfing 

The usc of the actual results of some measurements of the observable parameters 

to infer the actual values of the model parameters. 

Strong feedback exists between these steps. and a dramatic advance in one of them is 

usually follo\\ed by advances in the other two. While the first two steps are mainly 

inductive. the third step is deductive. Inverse modeling of the Geophysical Resistivity 

Method constitute to the determination of the actual variation of the Soil resistivity 

from the collected apparent resistivity (discussed in section :2.8.1) data from the field. 

The field data contain apparent resistivity values together with the geometry 

in formation. 

6 



In Sub surface interpretations, three main topographies are used, namely One 

Dimensional (I D) interpretation. Two Dimensional (2D) interpretation and Three 

Dimensional (3D) interpretation. In each of these interpretations the amount of sub 

soi I conditions re\ ealed is different. In the present study in the context of Electrical 

Engineering we are interested mainly in I D and 2D interpretations to achieve 

successl'ul earthing or a system. 

In a 10 study the \ertical variation beneath a point of interest is (lbtained. The field 

apparent resistivity values are inverted to produce a one dimensional plot of resistivity 

\alues (Figure 1.1) i.e. thickness and earth resistivity of each layer in a horizontally 

stratified multilayer earth structure. Early practitioners used several quantitative 

graphical representation methods such as Curve matching, Ohm-meter method. 

Moore-cumulative method and Barnes layer method [3]. Other conventional I D DC 

resistivity i1wersion techniques include graphical methods requiring interpolation and 

judgment and computer based iterative calculation methods [4], [5]. [6], [7]. Recently 

Artificial Intelligence approaches such as Genetic Algorithms [8] and Artificial Neural 

\"etworks [9]. [10].[11] have been used. 

Laver I f11 hi 

Layer 2 p._ h, 

Layer 3 P~ 
h, 

Layer N-1 P\-1 h\ -I 

LaverN p\ h\ 

Figure 1.1 -One Dimensional Interpretation of aN-layer horizontally stratified soil 

structure 

But a I D interpretation will not generally reveal the actual sub soil structure of a 

complex earth model. However lD inversion results are very useful in constructing 

7 
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initial models for multidimensional interpretations. Then presently. two-dimensional 

(20) interpretations arc also widely used. In order to adequately resolve complex soil 

structures with arbitrary resistivity distributions. the regularized least squares 

optimization is frequently used [1.2] in the .20 inversion of electrical imaging data. 

S1mulatcd annealing [13]. Maximum entropy [14]. Conjugate Gradient [15] and 

!\'eural Networks [ 11]. [ 161 arc other techniques used in the complex structure .20 

ill\ersions of geophysical data. 

In areas where the geological structures arc approximately two-dimensional (20). 

con\entional .20 electrical imaging surveys have been successfully used. The main 

limitation of such surveys is probably the assumption of a .20 structure. In areas with 

complex structures. there IS no substitute for a full 30 survey. Researchers have 

ohsencd that 20 and 3D resistivity surveys at the same location produced very 

dJilcrent images on the same cross section. This discrepancy causes much confusion 

among practitioners about ellectivcncss of resistivity imaging methods. 

\'eural Net\\orks arc capable of solving several types of problems. including 

parameter cstimatiun. parameter prediction. pattern recognition. classification and 

optimization. Also recently the usc of Neural Networks in the Geophysics parameter 

estimation problems has shown strong results [10[. In the past decade and even earlier. 

there has been research done on the application of Neural Networks in the area of 

geophysics. Examples of such research arc. Electromagnetic [ 17], Seismic data 

processing [ 18]. Seismic velocity estimation [ 19]. and 3D resistivity interpretation of 

controlled-source audio-magnetotelluric (CSAMT) data [.20]. inversions of magneto 

telluric (YI.T) data [.21]. 

With these research showing a great potential in :-..Jeural Networks as a inversion tool 

for geophysics applications lately Neural Networks were applied for 1 D and 20 

111\Crsion ofresisti\ity data [9][101[11][16]. 

In the present study I\'eur~d Networks is proposed as the inversion tool for parameter 

est1mati on in the resi sti vi t y problem (discussed in Chapter 3 ). 
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1.-l Objectives of the Present Study 

The objective of this study is to address the inverse problem of the geophysical 

resistivity method to implement the one dimensional (I D). two dimensional (20) and 

three dimensional (3D) earth structures from a set of field resistivity measurements. 

This is proposed to he achieved by developing a user friendly software tool with fast 

response. at low cost to suit current requirements using Artificial Intelligent concepts. 

Soil Resisti\ity IS a major factor influencing the performance of an earthing system. In 

the present study special attention is given to evaluate this with the use of the 

resistivity method. 

Preliminary a study on the resistivity methods Forward Modeling problem was carried 

out to study hm\ the currents flowing in the different earth structures give rise to the 

measurable potentials on the earth's surface. that is. how the current flow inside 

different earth structures behaves. Secondly. the inverse problem for !D. 2D and 3D 

cases is implemented with the application of Neural Networks. 

1.5 Organization of the Chapters 

The rest of the thesis is divided in to eight chapters. 

Chapter 2 deals with the Resistivity Method's Forward Modeling equations and the 

general theories/terminologies in acquiring field measurements. 

Chapter 3 deals with a general discussion on Neural Network architecture, algorithms 

and training. 

Chapter 4 discusses the One Dimensional Interpretation of the resistivity problem. A 

literature suney of the one dimensional problem and Neural Network programs and 

optimizations together with the interpretation results are gi vcn. 

Chapter 5 discusses the practical importance (for Earthing) of the resistivity 

interpretation. 
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Chapter 6 gives the Two Dimensional resistivity data inversion is presented. The 

chapter outlines practical field measurement techniques and existing forward 

modeling approaches and inversion strategies. 

Chapters 7 discuss the capability or Neural Networks for Three Dimensional 

resistivity in\crsions with the usc of synthetic examples. Practical field measurement 

techniques and existing fomard modeling approaches and inversion strategies arc 

outlined. 

Chapter 8 presents the results or the NN optimization and theoretical and practical 

results obtained \\ith NN Inversion. 

Chapter 9 gives the conclusion of the study and further recommendations to be added 

in future \\ ork. 
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2.1 Introduction 

Chapter 2 
Resistivity Method Forward Modeling 

In the context of Electrical Engineering, the purpose of resistivity testing is to obtain a 

set of measurements v,hich may be interpreted to yield an equivalent model for the 

electrical performance of the earth, as seen by the particular earthing system. When 

defining the properties of a portion of the earth, a distinction between the geoelectric 

and the geologic model is required. In the geoelectric model the boundaries between 

the layers are determined by changes in resistivity, being primarily dependent upon 

'' ater and chemical content as well as texture. The geologic model based upon such 

criteria as fossils and texture may contain several geoelectric sections. The converse is 

also common. 

Electrical resistivity investigations arc based on the principle of applying electric 

current to the earth through two electrodes and measuring the potential difference 

between t\\O or more other electrodes. The distance between the electrodes and the 

measured potential difference are the data used to make interpretations of subsurface 

conditions. 

\Vhen a set of observational data or experimental data from the physical world arc 

systematically collected there must he ways of explaining or coordinating them. For 

that It is required to understand the relationship between these properties of the 

physical system and the observable geophysical response. The system of equations 

that describes this relationship constitutes the forward theory. 

This chapter deals with how the Direct cunent introduced to earth would distribute in 

the earth and the theoretical equations governing the current flow and the potential 

build up in the soil. i.e. the geophysical response for the direct current injection into 

the earth. Also the chapter includes a study on soil mechanics. the practical field 

measurement techniques and terminologies. 
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2.2 Soil Resistivity 

Resistance is that property or a conductor which opposes electric current flow when a 

\Oitage is applied across the two ends. In electrical circuit, the electrical resistance R 

of a wire in which current I is flowing is given by Ohm's Law (2.1 ). 

\// 
R = l! 
Where. 

\' -Potential dii"ference across wire. 

R -Measured in ohms. V in volts, and I tn amps. 

(2.1) 

Resistance is not a f;_:i1damental characteristic of the material. The Resistance or a 

conductor depends on the atomic structure of the material or its Resistivity which is 

that property or a material \Vhich measures the ability to conduct electricity. 

The Resistance of a block of material of length Land cross section A, can be derived 

from the resistivity as (2.2). 

H. =pL/ 
I!\ 

Where. 

p - Resistivity ( Olll) of the conductor material 

(2.2) 

Resistivity is an intrinsic property of a material. This affords an opportunity of 

distinguishing one type of material from another. Resistivity is also sometimes 

referred to as ·specific Resistance' since from (2.2), Resistivity is the Resistance in 

ohms het\\een opposil;:: laces of a unit cube of material. 

Consequently ·soil Resistivity' is the measure or the resistance between the opposite 

sides or a \\ith a cube of soil with a side dimension of lm. 

Factors that etlect Soil Resistivity may be summarized as, 

• Type of Earth (e.g. clay. granite. sandstone, loam) 

• Stratification i.e. layers or different types of soil (cg. Loam backfill on a clay 

base) 

• Moisture content 

• Temperature 

• Chemical composition and concentration of dissolved salt 
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• Presence or metal or concrete structures (e.g. pipes, cable ducts, rail tracks) 

When designing an earthing system to meet safety and reliability, an accurate 

rcisitivity model of soil is required (discussed under Chapter 5). 

2.3 Soil Mechanics 

In order to model the soiL it was critical to know how the cuncnt flows through soil. 

To study the current flovv through soil, a study of Soil mechanics was clone. 

2.3.1 Current flow in soil 

The three main mechanisms of cuncnt flow can be stated as follows. 

l) Electrolytic Conduction 

• Occurs hy relatively slow migration of ions in a fluid electrolyte. 

• Controlled by type of ion. ion concentration, and ionic mobility. 

2) Electronic Conduction (as in metal wire) 

• Occurs in metals by rapid movement of electrons. 

• Found in native metals and some metal oxides and sulphide ores 

-~) Dielectric Conduction 

• Occurs in weakly conducting materials, or insulators, in presence of external 

alternating current 

• Atomic electrons are shifted slightly relative to nucleus 

Electrical current can flow, (i.e. electrical charges can move), in rocks and soils, but 

process is usually different from the current flowing in a metal wire. Rocks are usually 

porous and pores arc filled with fluids. mainly water. As a result. rocks are electrolytic 

conductors. 

The flow or electricity through a soil is a composite of 

• Flow through the soil particles alone(small due to solid phase is a poor 

conductor) 

• Flow through the pore fluid alone 

• Flow through both pore fluid and solids 
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Figure 2.1 -Current flow through the soil 

Electrical current is canied through a rock mainly by the passage of ions in pore 

waters (Figure 2.1 ). In most rocks a de cunent flovv is by electrolytic conduction 

rather than ohmic processes. 

The total electrical flow is influenced by. 

• The porosity of flow paths (pore fluid and pore geometry) 

• Condition ol the interfaces between solid and liquid phases. 

2.3.1.1 Archie's Law 

In sedimentary rocks, resistivity of pore fluid is probably the single most important 

factor controlling resistivity of the whole rock. Archie (1942) developed empirical 

formula for effective resistivity of rock (2.3) 
/"· I ,:··. 

j 
(2.3) p = a¢-"'s-"p, 

Where. 
-..:.,:-:. 

p -Porosity 

s -Volume fraction of pores with water 

p,- Resistivity of pore fluid. 

u. nz. and n are empirically determined constants. ( 0.5 <a< 2.5 . 1.3 < 111 < 2.5. 

11 ~ 2 ). 
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!) is controlled hy dissolved salts and can vary between 0.05 ohm-m for saline 

groundwater to lOOO ohm-m for glacial melt water. Archie's Law ignores the effect of 

pore geometry. hut is a reasonable approximation in many sedimentary rocks. 

With these current flow properties, soil is therefore treated (modeled) as a Lossy 

media. 

2.4 Soill\lodel 

Soils heha\ing as Lossy media can be modeled as a conductor of resistance rand as a 

dielectric (Figure 2.2). Therefore the behavior of current flow for buried ground 

electrodes in soil can be analyzed by means of the soil model below . 

• 

l- · .• >r 
I 

I . c c 

r-
<I 

---,--- -- -

_j 
c 'c 

~ 
_j_ 

c ~T ' C 

_j 

L 

Figure 2.2- Soil, Modeled as a lossy media 

Except for high frequency and steep front waves penetrating a very resistive soil 

material, the charging current is negligible in comparison to the leakage cunent and 

the earth can be represented by a pure resistance. 

2.5 Current flow and Potentials in Homogeneous media due to single electrode at 

surface 

Current spread out in homogeneous soil vertically and horizontally (radially). 

somewhat in the manner in which water from a garden hose would flow into porous 

sand layer. If the soil was homogeneous then hemispherical equipotential surfaces will 

dnelop and a point source current flow in earth can be shown as in Figure 2.3. 
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Figure 2.3- Current Flow and developed equipotential surfaces in 

homogeneous soil due to a point source of cunent on the surface 

The potential at any point of earth due to a current I flowing through a point Electrode 

situated on the surface of a half space can be expressed with Spherical Coordinates 

S\Stem as. 

\' =_E}_ (2.4) 
2m· 

\Vhich is the \'Oltage at a distance r from a point source of current (electrode) at the 

surrace or a half-space. 

The same can be expresses with the Cartesian coordinates [81 as. 

pi 'I -i.l-1 ( ' ) I J \' = __ e - ./
0 

Ax ( /, 
2;T II 

(2.5) 

The derivation of equation (2.4) and (2.5) are given in Appendix A. 

In the resistivity measuring arrangements (discussed under Appendix C) two cunent 

electrodes are used (Figure 2.4 ). In such a situation cunent flow paths and the fleld 

llllcs in homogeneous soil can be shown as in Figure. 2.5. 
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Figure 2.-1-- Field Survey Electrode arrangement \Vith two cunent and two potential 

electrodes on the surface of homogeneous soil. 

When the distance between the two current electrodes is finite, the potential at any 

nearby surface point will be affected by both current electrodes. Referring Figure 2.4 

the potential due to cl at ~ is. 

\' =- ~\ 1 --

r I 
\\here A - I P ~----

2iT 

(2.6) 

Because the currents at the two electrodes are equal and opposite in direction the 

potential due to C at :~ IS. 

\',=-A= 
r 

lp 
where rL =-=-A 

(2.7) 
- / I 

_1[ 

Thus. the potential at ~ due to both the current electrodes is, 

\', +\',=}___£_(I I 
. - ! l---_;7 r r I ' 

(2.8) 

Similarly \\ith a second potential electrode at P2 , the potential difference between ~ 

and P, is gi\cn by. 

"'\'=IpJ(_!_ 1 
2iT 11 r --; 

\ I , 
- ,1, ·,~)} (2.9) 
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Figure 2.5 - Equipotentials and current flow lines for two point sources of cunent on 

the surface of homogeneous soil (a) vertical section (b) plan view 
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2.6 Current Flow in Non-Homogeneous Earth 

Often. the earth structure will have resistivity layers related to the physical layers such 

as topsoiL sub-soiL and bedrock. Clearly these layers or divisions in soil structure will 

ha\c a considerable impact on both soil resistivity and earth resistance/impedance. 

Deviation from uniform to a platy structured soil will cause changes in the pattern of 

cunent flow. At the boundary of two different resistivity layers the cunent tends to 

de\iate it's flow path, and the equipotential surfaces developed will be affected by the 

current densities distribution. Considering the fact that current flow in the direction of 

a good conductor a model can be drawn as in Figure 2.6 to show how the current flow 

is expected to change in non-uniform soiL 

(' 
I 

(', (' 
I 

(', 

_j ,_ 

-/1 ~~ --:_--:-~!':'~' 
I I '''-/If \ I . " / \ \ - I I 

' / I 
I ''II Rc:sis\i1 it) l rpc:r I <~) cr p, 

I ligh Rc:sisti1 it) Bottom I ~l) c:r 1'-

.\ctual Cmr.:nt l·lo11 I .ilKS 
I lomogcncous 

Small 1-:lcctwdc Spacing Large: Ucctrodc Spacing 

Figure 2.6- Two layer model with low resistivity layer over high resistivity layer (a) 

for small electrode spacing (b) for large electrode spacing 

2.6.1 Current density variation between boundaries 

For simplicity. we consider harmonic EM field with time dependence of exp(j(ot) at 

the interface between two lossy media. 

The first medium is characterized by a real positive permittivity & 1 and a real positive 

conducti\ity Cf
1 

_ The second medium is characterized by a real positive permittivity 

1"1 .... ,... • ., ,..., 
~ ,_, U I I 
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r. and a real positive conductivity CJ"c.. The first medium is equivalent to a dielectric 

\\ith complex permittivitv D
1

- CJ"1 /. • The second medium is equivalent to a dielectric 
~ /joJ 

\\ith complex permittivity D.- CJ"c./ . - /.iw 

./I 

{)I 
.fIn 

_____ ........... _.,, ___ __, ........... 

.J lr 

Figure 2.7- Behavior of EM field at the boundary between two lossy medias 

Smce the normal component or electric flux density is continuous across the interface. 

it is easy to know the normal component of electric cunent density is also continuous 

across the interface. 

1 = 1 .. In _,, 
(2.1 0) 

The tangential component of current density is not continuous if CJ"1 is not equal to CJ", 

since the tangential component of E is continuous . 

.Jlr/CJ"l =.fc,!CJ"c 

.Ill (}l 

.121 (}' 

1lr _ p, 

.121 Pt 

Dividing the abcwe 2 expressions we have. 

(2.11) 
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Jl! 
p, 

J PI 
Jc!! 

tan ()I/ = P::/ 
/tan ()2 / P1 

(2.12) 

Thus the current lines are bent \Vhen crossing the boundary. Clearly if the current flow 

is distorted in passing from a medium of one resistivity into another, the equipotentials 

also will be distorted. 

2.6.2 Potential at a point on the surface of a half-space with horizontal beds 

To determine the potential field of a non homogeneous earth, many mathematical 

methods exist including the solving of the Laplace equation. But a simpler approach 

\\Ill be to usc the analogy of optical images to solve the problem. With the optical 

Jmagc technique it can be shown that the potential at a point on the surface (with two 

layers) where the current electrode is fixed, is affected by infinite set of images above 

and below the current electrode (discussed in Appendix B). 

The expression (8.8) for the potential of a point on surface over two beds may be 

expressed in the integral form as [7 J, 

\. = ~p~ ~ 1+2a fJ(/,).1 11 (/,a)cU 
.:..(/ ;, 

II 

\Vherc . 
./,

1 
- Zero order Bessel Function of first kind 

1 211/ 
1\C 

j(/c) = ' 
!-kc -''/ 

(2.13) 

The equation (2.13) can be illustrated as the general equation for the surface \Oltage at 

a point on the surface of a horizontally stratified for N-layer soil structure (Figure 2.8) 

\\here in that case JU) will be generalized as follows. 
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Figure 2.8- Multilayer Earth Model 

2.7 Field Procedures of Soil Resistivity Tests 

In practice the soil resistivity measurements arc collected with a collinear anay. With 

these arrays \vhat is actually measured is an 'Apparent Resistivity'. 

2.7.1 Apparent resistivity 

Rearranging the equation (2.9), 

2;r6V 

p = I -c--f( 1-/ _-J/ -) _ (-!/-_ 1/------::-;-l} 

( / li I rc / 1; I 1~ ) 

TJ 



2m'. \I J 
/ )=i -- J7 

. I 
(2.15) 

\Vhere. 

J7 - parameter depending on the electrode geometry 

Bv measuring the potential diflerence L'. V and current I and knowing the electrode 

configuration a\ alue for p can be obtained. 

The reststivity of the soil varies widely from site to site. Ir the soil was homogenous 

and isotropic it would be expected that this resistivity \Viii be constant for any current 

and electrode arrangement irrespective of the location considered. 

Unfortunately. in practice. the earth exhibits a far from uniform structure. Therefore in 

non-homogeneous soil when the electrode spacing is varied or the spacing remained 

fixed while the whole array is moved, the ratio in general will change. This results in 

d!llerent values of p for each measurement. The magnitude is intimately related to 

the electrode geometry. This measured quantity is known as the 'Apparent 

Resistivity'. p<~. 

Other important facts on resistivity field procedures such as types of resistivity 

suneys and electrodes arrays are discussed in Appendix C. 

2.8 Basic Formula for Wenner array Apparent Resistivity in horizontally 

stratified !\'-layer soil 

For the present study the Wenner array is considered. Starting with the integral form 

gi\en in equation (2.ll) for the voltage at a point on the surface in horizontally 

stratified N-layer SoiL a formula for apparent resistivity is derived as follows. 

Referring Figure C. I the potential due to C1 at ~ is, 

\ . I PI J I ' f /. , ) 1 , ) I , 
11 =---·1 +-a . (/c 11 (/co c /c 

2cur 
{) 

(2.16) 

\. = ~ ( 1 + F, (a)} 
11 

2al7 
(2.17) 
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Where. 

F\ (u) = 2o JJ(),)J 11 (io)dA. 

((/. l 1s in the same form as in equation (2.14). 

Because the currents at the two electrodes are equal and opposite in direction the 

potential due to c2 at ~ is, 

(-/)pi IJ+F\(2ct)} \. \ 
1\2 = 4(/Jl" 

Thus. the potential at ~ due to both the current electrodes is, 

V
1
=V11 +V12 

I P1 J J_ + F\ ( o) \' - I 1 1 
2offl-

F, (2a) l 
I f 

(2.18) 

(2.19) 

S1milarly \\ith a second potential electrode at ?2 , the potential difference between /~ 

and P, is given by. 

;_!..i!J_I 1; _,I l .~\ _ 11+_1\(a) f\(_o)r 
2o;T 

(2.20) 

Substituting equation (2.20) into equation (C. I) the theoretical expression for the 

apparent resistivity p" is obtained. 

2;rur\ !..i!J_Il+2F (u)-F\(2o)}l 
l = -- \ \ ) 1 
' I \ 2u ;r 

/ 1 = p
1 
[I+ 2F\ (a)- i' \ (2o)} 

(2.21) 

Equation (2.21) is the general equation for calculating the apparent resistivity in the 

ca-,e of a horizontally stratified multi layer earth for a wenner array. 

2.X.l Basic Formula for Schlumberger array Apparent Resistivity in horizontally 

stratified N-layer soil 

For the Shlumberger array the above equation (2.21) is written as, 

2c\. 



!), = p
1 
]I+ 2L' fJ(),)./

1 
(),L)cU 

J; (/,r) = -./II()"L) 

\\.here . 

./ ( ;_ L) - First order Bessel Function 

}
11
(/r)- First derivative of ./0 

!" -Half the current electrode separation 

2.9 Current Density 

(.2 . .2.2) 

The general theory as developed above has considered the earth homogeneous and of 

the same resistivity . The actual condition encountered in the field is a heterogeneous 

material vertically and often laterally as well. The actual measurements as made in the 

field only ill\olvc a small element of material between the potential electrodes (Figure 

2.9). 

Resistivity theory states that the lines of current flow will be deflected toward a good 

conductor. that is. one \Vith a lower resistance or higher conductance. This is similar to 

ground-\\ater flow where the flow lines arc denser in the aquifer of higher 

permeability. The potential difference between the potential electrodes is proportional 

to the current density and the true resistivity of the small near surface clement of 

material between the potential electrodes [3]. Stated mathematically: 

\'X Pol 

Where. 

\1- Voltage drop 

Po- True resistivity 

I -Current density 

This equation is substituted to equation (C.l ), since 2rw is a constant, 

P x (fj)Po 

(.2 . .23) 

(.2 . .24) 
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Which states that, the apparent resistivity p" is proportional to the true resistivity 

multiplied by the ratio of the cunent density to the current. The current density is 

directly proportional to the total current: therefore. the measured apparent resistivity is 

Independent of the total current applied. 

cl ~ p2 c 

I I 

+- -~ ~J-~~: - ~-i- 1 
/".' \ ', 

/ .//"' 
·~, \ 

'. . \ 
l~\ 

/1 '"" 
/C:urrcnt Flow Lines 

/ 

Figure 2.9- Small Element of material 

According to [~ 1 the equation (2.24) contains the key to the qualitative interpretation 

ofresisti\ity effects. This key may also be stated in these words: ''Different subsurface 

conditions will produce different apparent resistivity readings. lf a small volume 

element is imagined as extending along the earth surface between the two potential 

electrodes shown in Figure 2.9. then it will have a certain cunent density i . and a 

certain true resistivity p
11

• The measured apparent resistivity will he directly 

proportional to these two quantities." 

So. deviation from a homogeneous earth structure, the current density will be effected 

by the actual sub surbcc condition. This will in turn affect the current density in the 

small \olumc clement considered between the potential electrodes. Similarly the 
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actual subsurface conditions will affect the true resistivity bct\\'Cen the potential 

electrodes. 

2.10 Depth of current penetration 

For a homogeneous materiaL consider a vertical plane at the midpoint between 

electrodes. One half the current flows through this plane at a depth equal to one half 

the electrode spacing and one half l'lows at a greater depth. 

Jr \\e consider a wenner array the resistivity determined by the equation (C. I) applies 

to a \olumc of material that depends on the electrode spacing, and as the spacing is 

111creased. the current penetrates deeper in to the earth. 

As the electrode spacing is increased. the current flows through a greater volume of 

material both horizontally and vertically and the deeper materials will have an effect 

on the apparent resistivity. Thus. if the deeper material is of higher resistance the 

current flo\\ lines will be del'lected upward and the cunent density in the ncar surface 

\Olumc clement is increased. If the deeper material is of lower resistivity the current 

Clem lines will be deflected downward and the current density will be decreased. The 

111creasc or decrease in cuncnt density is measured by the resistivity apparatus. 

Interpretation of the apparent resistivity changes with change in electrode spacing will 

111dicatc changes in and types of material at certain depths. 

[mpirical observations have shown that for the Wenner electrode configuration 

changes in apparent resistivity are considered to occur at the depth equal to the 

spacing between adjacent electrodes. 

To find out the depth (li. cunent penetration as a function of current electrode spacing. 

I~ (Figure 2.10) lets consider the cuncnt riow in a homogeneous medium between two 

p01nt electrodes C
1 
and C

2
• The horizontal current density at point Pis, 

.! =(~ li)D\1~ / P lc~x 
(2.25) 
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figure 2.10- Determining the current density in uniform ground below two surface 

electrodes 

Substituting for\ oltage Vat due to both the current electrodes from equation (2.8), 

f =(-11 )c1
/ (I/_ 1/l 

· ' /2JT lc'.r\j 11 / 1~) 

=(_II )f.\/, _(r-L)(l 
12~7 l/ 'i /r2' [ 

(2.26) 

If point P is on the vertical plane midway between C
1 
and C

2
, now 'i = r,_ =rand, 

.l I I" 
(2.27) 

.., 7[ ( - /)>~ _, _'+L-/-
,_ /~ 

The total current flowing in the x direction through a cross section dyd::. is, 

~-! = J drd- = -
1
- L dvd-

, ' · , 2JT ( 1:%' + \' 2 + ::. 2 )X · , (2.28) 

The total current falling below some depth Z
1 
is, 

' ' I L 
I = I I X dwl::. 

/ 2;7 ( J-' / ' ') 2 .,-- '_/ +\'_+ __ 
~~ . -

i 2 _1 2Z1 J l = /I I --tan -
\ ;7 L 

(2.29) 

Figure 2.11 shmvs the percentage of current flowing below depth /:
1 
for electrode 

~pacing L. Only about I Yli of the current penetrates below a depth of twice the 
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electrode spacing. Also we see that when L = 2Z1 half the current flows in the top 

laver and half belcm it. 
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Figure 2.11 - Percentage of current flowing below depth Z1 for current electrode 

spacing L 

Since the variation in potential measured at surface are proportional to the cunent 

lltm below. it is desirable to get much current in to the ground as possible. For good 

penetration we must us large enough spacing that sufficient cunent reaches the target 

depth. 

2.11 !\laster curves 

The master curves are prepared in a dimensionless form for a number of reflection 

coefficients k = ( Pc - 1-%::. + Pt J or for p 2 I p 1 • Figure 2.12 shows the master curves 

represented on a single plot for a l\VO layer earth structure. 
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3.1 Introduction 

Chapter 3 
Neural Networks as the Inversion Tool 

Ill\ erse theory is the usc of the actual results of some measurements of the observable 

data to infer the actual values of the model parameters (properties of the physical 

S)Stem). The field data contain apparent resistivity values and geometry information. 

These data arc then inverted to produce a plot of resistivity values. This resistivity 

imcrsion section is then used to interpret subsurface lithology. 

Di!lerent subsurface conditions will produce different apparent resistivity readings. Inverse 

modeling of the Geophysical Resistivity Method is determination of the actual variation 

lli" the Soil rcsisti\ ity from the collected apparent resistivity data from the field. However. the 

one-dimensional (I D) and t\vo- dimensional (20) inversion in terms of vertical 

\ariation of resistivity is a difficult task. Practitioners use many software packages as the 

ill\crsion tool with complex mathematical algorithms and huge sequential codes when it 

comes to interpretation of the field data. Section 1.3 discusses some of the methods 

\\here most of them based on iterative calculation methods. 

:\rtJI"icial Neural Networks (ANNs) are capable of solving several types of problems. 

lllcluding parameter estimation. parameter prediction, pattern recognition. 

classification and optimization. Also recently the use of neural networks in the 

geophysics parameter estimation problems has shown strong results (discussed under 

U ). With this recent trend in the applicability of the ANN's for the non linear 

geophysical inversion problems ANN's is proposed as the inversion tool for parameter 

estimation or sub surface interpretation in the resistivity problem. MatLab is used as 

the software tool for the modeling of the neural network and generation of synthetic 

data. Several MatLab commands and functions available in the Neural Network Tool 

Box arc used for the programs written. This chapter carries a general discussion about 

the :\cur~tl Networks (NN's) and the function selection for the Neural Network 

modclmg and optimization. 
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3.2 Selection of Neural Networks for the Present Study 

As discussed earlier many geophysical applications have used neural networks as an 

in\ersion tooL and have shovvn strong results. In spite of this latest trend in applying 

\ieur~tl Networks for inversion following discussed are some more reasons for 

choosing l\N's as the inversion tool for present study. 

• Elimination of lengthy sequential codes 

A neural network can be trained with a set of example data pairs. So this will 

eliminate complex mathematical algorithms and huge sequential codes required for 

comerting an input to output. Rather to train the network all what we need is a 

collection of representative examples of the desired translation. The NN then adopts 

itself to produce the desired outputs when presented with the example inputs. 

In addition. the NN will also produce an output for the inputs, which it has never seen. 

This is because of the inherent ability of the network to deal with noise or obscured 

patterns. This has significant advantage of as NN approach over a traditional 

algorithmic approac~1. 

So. no\v if we consider the lD inversion case the basic intention behind the use of 

neural networks is to first train the program with a synthetic data set generated using 

the equations (2.50). Then input a set of field collected resistivity measurement data to 

the network to obtain the actual earth structure with the layer parameters i.e. the layer 

thicknesses and the individual layer resistivities. 

• Omission of a initial model estimation 

NN"s do not need a 'good' initial solution set of parameters as an input for their 

program. where in other inverse algorithm based programs developed they need to 

determine the initial values properly. for the speed of convergence of the iterative 

solution [51. In [5J the initial guess for a three layer model is based on the tvvo-end 

limit property. With this determines the top layer and bottom layer resistivities, with 

the argument that selected probe spacing (a) is small enough and large enough to 

obtain almost unchanging apparent resistivity with further change ofu. 
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• Possibility of training the nctvvork in place of human visual inspection 

One thing noted in literature was that after every measurement set is taken before 

applytng it to an inverse algorithm based program for parameter optimization, the 

nw~tSurcd data is plot with apparent resistivity Vs probe spacing. So with the curve 

shape or the trend of the curve a model to fit namely two layers, three layers. four 

layers is determined first. This is done with a visual inspection of the curves and by 

matching them approximately with the standard curve shapes. 

So~~ similar classific:ltion base can be used for the neural network approach. Where 

the neural network can be trained to classify the apparent resisitivity measurement set 

under the suitable rwclel first as two layers, three layers and so on. Here again with 

the reference to the standard curve types a broad classification can be given based on 

the resisti\ity variation of soil models more than two layers (e.g. for three layers Low

high-low modeL high-medium -low model etc.) 

Su after training the network for a determined well selected set of such curve types the 

time consuming visual inspection and initial guess determination can be taken off 

from the humans. Arter training the neural networks they will perform excellent at real 

t1me solelv for the measured field data. 

3.3 Biological Neural Networks 

The human brain is a highly complicated machine capable of solving very complex 

problems. Although we have a good understanding of some of the basic operations 

that drive the brain. we are still far from understanding everything there is to know 

about the brain. 

In order to understand Artificial Neural Networks (ANN), it is necessary to have a 

haste knO\\ ledge of hO\\ the internals of the brain work. The brain is part of the central 

nt:T\ous system and consists of a very large NN. The NN is actually quite 

complicated, but I will only include the details needed to understand ANN, in The NN 

~~ a network consisting of connected neurons. The center of the neuron is called the 

nucleus. The nucleus is connected to other nucleuses by means of the dendrites and 

the axon. This connection is called a synaptic connection. 

33 

~: 



(~ell b c .. :ly 
.-' ' 'i 

/ 
--1 

L \ iL~Nudeuc I ,JL / ,~ 

l 

Figure 3.1 -Simplified biological neuron 

The neuron can fire electric pulses through its synaptic connections. which is received 

at the dendrites of other neurons. Figure 3.1 shows how a simplified neuron looks like. 

When a neuron receives enough electric pulses through its dendrites. it activates and 

fires a pulse through its axon, vvhich is then received by other neurons. In this way 

information can propagate through the NN. The synaptic connections change 

throughout the lifetime of a neuron and the amount of incoming pulses needed to 

acti\ate a neuron (the threshold) also change. This behavior allows the NN to learn. 

The human brain consists of around 1011 neurons which are highly interconnected 

\\ ith around 101
' connections [22] these neurons activates in parallel as an effect to 

internal and external sources. The brain is connected to the rest of the nervous system. 

\\ hich allows it to receive information by means of the five senses and also allows it to 

control the muscles. 

3A :\ rtificial Neural Networks (ANN) 

Basically the neural network concept can be referred to as the "computer learning by 

experience''. Conventionally a computer program is a set of sequential set of 
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instructions carried out by the computer, which is written by a human. But these 

sequential computer systems will he experiencing difficulties in performing inherently 

parallel tasks. The case of visual patterns recognition can be given as an example. 

Cumparati\e to the conventional computer the individual neural cell is capable of 

handling massi\e parallelism and intcrconnecti\ity, together with a high response time 

to typically a few tens of milliseconds. Therefore the biological system accompanying 

the brain has the ability to perform complex pattern recognition in hundreds of 

mtlliseconds. 

We \\ill need our computers to perform complex pattern recognition problems in the 

real \\Orld applications. But since the conventional computers are not suited for these 

applications. \Ve therefore borrow features form the physiology of the brain as the 

basis of a new processing model. Hence the technology is known as Artificial Neural 

Systems (ANS) or Neural Networks. Ultimately the conventional computer is now 

capable of handling and interpreting the complex pattern recognition 
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Figure 3.2- an Artificial Neural Network 
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Figure 3.2 shcl\\s a General Neural Network. The Neural network shown above has 

thn:e layers. namely the input layer, hidden layer and output layer. The layers consist 

of neurons or Processing Elements (PE's). PE's are simple elements operating in 

parallel and they arc inspired by biological nervous systems. The number of input and 

output layer neurons is decided on the application and the hidden neurons are decided 

on a trial and error basis. 

A\!\" is specified by architecture: a set of neurons and links connecting neurons. Each 

link has a weight. a neuron model: the information processing unit of the NN. a 

learning algorithm: used for training the NN by modifying the weights in order to 

sohc the particular learning task correctly on the training examples. 

The layers are interconnected with a set of connections. Where each neuron in the 

input layer is connect-:d to each neuron in the hidden layer i.e. the network is fully 

mterconnectcd. These connections arc assigned with a value called weights. The 

network function is determined largely by the connections between clements. The 

input layer is connected to the external world or the raw data. 

An ,\NN is not programmed: rather. it is trained by showing it a range of example 

inputs. The A\IN builds up a configuration based on the examples that allows it to 

function as an adaptive filter. This configuration is an internal representation or 

generalization of the examples. based on regression. The ANN uses the generalization 

tn match other input patterns against, within a range of tolerance. For example. an 

A\":\' could be trained on a variety of data sets that represent a known sample. With 

enough training. the ANN can recognize and identify data from unknown samples. 

The le\el of resolu~ion varies with the threshold and the resolution of the training 

examples. 

Each node in an ANN sees a different component of the data set. The components 

ma: merlap. The different nodes make decisions based on their components. Then a 

consensus of these decisions results in a finaL global decision. recognition. or 

identification. 

3.4.1 Neuron ::\lodel 

Figure 3.3 shows an artificial neuron. The neuron is the basic information processing 

unit ol an ANN. 
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Equation 3.1 represents the mathematics of the behavior of a single neuron. Inputs Xt 

through X" are multiplied by weights W1 through W11 for this specific node and then 

summed. This vveighted sum is refened to as the induced field of the neuron. Output 

of the summing function is then sent into a transfer function. This function then turns 

this number into a real output via some algorithm. The output, Y, results when the 

vveighted sum of the inputs exceeds the given threshold defined by a nonlinear transfer 

!unction. Bias is a constant input with certain weight. The bias b has the effect of 

applying an affine transformation to the weighted sum. It can be modeled by adding 

an extra input. 

\' = H'l X X I +we X X c + w, X X, + ........ + ~~~ X XII + h (3.1) 

The l\'euron transfer function or the Activation function (squashing function) is for 

limiting the amplitude of the neuron output. The most common activation functions 

used arc shown in Figure 3.4.Thc result of the transfer function is usually the direct 

output of the processing element. 

The Hard Limiter function can he given mathematically as, 

lifl'2:0 
((l') = i 

0 if\'<() 

The Piece-Wise Linear function can be given mathematically as, 
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j( \') = 1 \' 
I 

() 

il' \' ::;> 1/2 
if 1/2 > \' ::;> -1/2 
if \' ~ 1/2 

The S1gmoicl Function is similarly given as, 

. I 
/(r)=-----

1 + cxp( -m·) 

The hyperbolic Tangent is similarly given mathematically as, 

j(l') = tanh(l') 

j(\') 

' i I 2 

f(l') 

L2 
H 

- .:'_ ! l ~ l - ] I I -I I '1 

---+- __ , -------,-- ~- ---
IJ I) ~ 1 {) 1 :' .:'_ () \' 
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~~ _,_"~ ~ -~ "~""- ~ __ L____l_--+· -------,--------t-----t---
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Figure 3.4- Common Activation Functions 

38 

~: 



3.-U Learning Algorithm 

There are sc\cral types of networks based on the algorithm used by them to !cam (or 

to train the net\\ ork ). The term 'leam' refers to the adjusting or updating the 

connCL'tJon weights. Every neural network possesses knowledge which is contained in 

the\ ;dues of the connections weights. Modifying the knowledge stored in the network 

as a !unction of experience implies a leaming rule for changing the values of the 

''eights. The Adaptive network learns under supervised or unsupervised learning. 

3.-U.l Supenised learning 

Supenisccl lcaming is a technique for lcaming a function from training data. The 

training data consist of pairs of input objects (typically vectors), and desired outputs. 

The output of the function can be a continuous value or can predict a class label of the 

!llput object (called classification). The task of the supervised learner is to predict the 

\aluc of the function for any valid input object after having seen a number of training 

e\amplcs (i.e. pairs of input and target output). To achieve this, the Ieamer has to 

generalize from the presented data to unseen situations in a "reasonable" way. This 

parallel task in human and animal psychology is often rcfened to as concept learning. 

Paracligms of supervised leaming include error-correction leaming, reinforcement 

learning and stochastic leaming. An important issue concerning supervised learning is 

the problem or error convergence, i.e. the minimization of e1Tor between the desired 

and computed unit values. The aim is to determine a set of weights which minimizes 

the error. One \\ell-known method, which is common to many learning paradigms, is 

the least mean square (LMS) convergence. 

3.-U.2 L nsupervised learning 

Lnsupcrviscd leaming studies how systems can leam to represent particular input 

patterns in a \\ay that reflects the statistical structure of the overall collection of input 

patterns. By contrast with supervised leaming, there arc no explicit target outputs or 

en\ mlllmcntal evaluations associated \Vith each input: rather the unsupervised learner 

hnngs to hear prior biases as to what aspects of the structure of the input should be 

captured 111 the output. 
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L'nsuperviscd learning is important since it is likely to be much more common in the 

brain than supervised learning. The only things that unsupervised learning methods 

ha\e to work with are the observed input patterns, which arc often assumed to be 

mdependent samples from an underlying unknown probability distribution. With 

unsupervised learning it is possible to learn larger and more complex models than 

\\ith supcnised learning. lf the causal relation between the input and output 

obsl'nations is complex, it is often easier to bridge the gap using unsupervised 

learning instead or supervised learning. This is because in supervised learning one is 

trying to find the connection between two sets of observations. The difficulty of the 

learning task increases exponentially in the number of steps between the two sets and 

that is why supervised learning cannot, in practice, learn models with deep hierarchies. 

In unsupervised learning, the learning can proceed hierarchically from the 

obsenations into ever more abstract levels of representation. Each additional 

hierarchy needs to learn only one step and therefore the learning time mcreases 

(approximately) linearly in the number of levels in the model hierarchy. 

Unsupervised competitive learning is used in a wide variety of fields under a wide 

\ ariety of names. the 1nost common of which is "cluster analysis". Hebbian learning is 

the other most common variety of unsupervised learning. Hebbian learning minimizes 

the same error function as an auto-associative network with a linear hidden layer, 

trained by least squares. and is therefore a form of dimensionality reduction. Perhaps 

the most novel form or unsupervised lcaming in the NN literature is Kohoncn's self

organizing (feature) map .SOMs combine competitive learning with dimensionality 

reduction by smoothing the clusters with respect to an a priori grid. 

3.5 Backpropagation Learning 

The learning algorithm used for the present study is the 'Feed forward back 

propagation' algorithm where the Generalized Delta Rule is used. It adjusts the 

\\etghts of the NN in order to minimize the average squared error. 

During the Feed Forvvdrd Step. an input patter is applied to the network as a stimulus 

at the first layer. of the network it is propagated through each successive layer until an 

output is generated. This output is compared to the desired output and an error signal 

1s computed for each unit. 
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This error signal is transmitted backwards to each unit in the intermediate layers. The 

units recei\e only a portion of the total error based on their contribution made to the 

original output. Based on error signal received, connection weights are updated hy 

each unit to cause the network to converge towards a state that all training patters to 

be encoded. This is the backward step. 

3.5. 1 Feed Forward Step 

Let·s consider the input vector as, 

X,, = ( ·\·1· x 1.2 ...... , x 1,1 • •••••• x/'11) (3.2) 

Where \
1

, is the input to the i 11
' unit of the input layer. 

Then these inputs are activated by an activation function, and presented as the 

acti\ation \ector of the layer. Let us assume that activation functions at all the cases 

arc equal to its net input. 

\JO\\ the input to the /' hidden unit. lr net 
1
,
1 

can be calculated as follows from 

equation (].l ). 

Ill' I = "\' \'\/ ;, X + (_/' 
~ /1 f!l / 

\\'here. 

cj 

W.''- Weights from /' input unit to /' hidden unit 

8' - Bias input to /'hidden unit 

The output or the node is, 

i .. = f ( ner;;
1

) 

Where. ('-the transfer function of the /'hidden unit. 

Similarly equations for the output nodes arc, 

(].]) 

(].4) 
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nd' = "'""'H' + (}" ,,, L z; ' 
(3.5) 

0~', = J~"(ner;;,) (3.6) 

Where·· o" superscript refers to quantities in the output layer. 

Nm\ after the output for the 1/1 input is calculated an error measure is taken. Where 

the error for the ,l~ input vector of the k111 unit of the output layer c'P' is given by, 

c.·.=d.-0. 
:' 1 ~ I,;, I''' 

(3.7) 

Where. 

df!A - Desirccl output of the ell output node for //1 training vector 

The error that is minimized by the Generalized Delta Rule is the sum of the squares of 

the enor for all output units. The Mean square enor function for the 1/1 training 

\ector can thus be given by, 

1 Ill ' 

E,, =-::;-I (d,,,- 01>1, )

- !~I 

3.5.2 Back Propagation Step 

(3.8) 

In order to adJ·ust the weights to minimize E , the weights are changed in the negative 
~ ~ I' ~ ~ ~ 

gradient of the above error function. This is done first with respect to the output layer 

(;L 
\\eights, where __ ,_~ is evaluated. 

~ lW/) 
c !; 

3.5.2.1 Weight update for the Output layer 

By using the chain rule for partial derivatives, 

c~E C'-f"" c(net" ) 
___ !! = ( d I - 0 . ) ·. ! f!A 

fW." I" I" r(ner') ) C'-W" 
II I'A A/ 

(3.9) 

From equation (3.5). 

?(net','.) c' 1· 
_ _____!._, '':..___ = -- "'""' w 0 i + (j" I - I 

-:':lJTII :l,V(I L lJ !'! 4 - jJf 
( ~ ~ /1 ( V i>~ I ·I 

(:\.1 0) 
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The functions I>uulft can take many forms as discussed under the section 3.2.1 two 

commonly used forms are. 

(ncr" ) =net''. 
j!A. j!/, 

(3.11) 

( , ) I ""r" ) -t ncr . = ( + e ,., 
I" 

(3.12) 

Where (3.11) and (3.12) are linear transfer function and sigmoid transfer function 

respectively. ln the sigmoid function the output is \Vithin zero and one. 

From equation (3.11). 

=I (3.13) 

From equation (3.12). 

= j'" I I- f.,, ) = o (I- o ) 
· /, \ · Z I ;J. J!J. ~ 

(3.14) 

Combining equations (3.10) and (3.11) the negative gradient is. 

_ c"E1, = (d ,, _ o
1
,,) C(ner;;, )i

1
,
1 ?H'.'' , ,, 

(3.1 )) 

Finallv the weight change value 6 W," can be given by 
.; L- '-- j! 1\f ;,_..-

(:£ 
~ w.~' == _, _·_!_' 

,, !J 7 [' ~t'.ll 
'I 

(3.16) 

Where. 
17 is the learning rate parameter 

Therefore the updatecl weights can be given by. 

IF"(r+1)=H'"(t)+L'. W"(t) 
;, ; f; I' f; 

(3.17) 

Combining equations (3.1)). (3.16) and (3.17) the general weight update equation is 

gi\en as. 

w.·: (l + l) = H',·: (t) + lJ(djik - of!A )f;."(ner;;, )if!/ (3.18) 

No\\ combining equation (3.18) and (3.13) the weight update equation for linear 

output units is. 
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w;·· u + 1 J = w,·,' u J + ,7c d
11

, - 0
111 

)i
1
!/ (3.19) 

The \\eight update equation for sigmoid output units combining (3.18) and (3.14) is. 

ll' 11+1) = H'."(t)+IJ(d. -0. )o. (t-o, )i 
• 1."1 f!A jJA jJ!, f!h j)/ 

(3.20) 

The abme equation is summarized by defining a quantity. 

{:! = (d/IA - o,.,z )f;"(nf't;;/,) 

/.,,( " ) =D.,. . net . 
t"-'" !11' 

(3.21) 

Combining equation (3.18) and (3.21) the weight update equation can be finally 

summarized as. 

II'' (t +I)= w,·!' (t) + IJc';;, i!'! (3.22) 

3.5.2.2 \Veight update for the Hidden layers 

The weight update for the hidden layer is done in a similar manner by evaluating the 

error gradient with respect to the hidden layer weights w:; 

fE 1 ~ 
I' ~ C , 

tW;, = 2 L.. clW 11 ( d;,z - 0
;11. r 

.z /1 

~£ "' "' ( " ) "' · ;:') ( /1 ) c · co , c net . ot c nt't 
!'. ~ ( I . ) . 11

' I'' 1'1 /
1
1 

~=-L,. ( ;,/, -()!'' ~( 0 ) ~· ~( /1) "'W!r c n· , o nt't
1
,, ct

1
!/ o net

1
,
1 

c 11 

(3.23) 

Referring section 3.3.2.1 for the evaluation of similar partial derivatives, above 

equation can be given as, 

i'E 
_I' =-~ (d - (} . ) r (net" )w" t 1 (nef 11 

) \' ?IF L.. j!l. . /, I''. AI. I j!! . jJI 

A 

(3.24) 

The hidden layer weights arc updates in proportion to the negative of equation (3.24), 

\ 11 .. ·1 /·11·( /1) I( I ) /'" ( ")1X! 0 

__~ • · = 17 net . .r c . - o . , .net , vv 1 ,:J .'! • fli j!i jlr,· j!A. . r. /h. ,"f 
(3.25) 

LSing equation (3.21 ), (3.25) can be written as, 
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~WI! =I /'
1'.(ncr'' )x "\' D" W" 

/1 l/ 1. ,11/ fll ~ f1~ J; 
(3.26) 

' 
From equation (3.25) it is evident that every weight update on the hidden layer 

depends on all the error terms D;;, on the output layer. This result is where the notation 

of backpropagation arises. The known errors on the output layer arc propagated back 

to the hidden layer to determine the appropriate weight changes on that layer. 

To make the hidden layer weight update equation analogous to equation (3.22). the 

\\eight update equation of the output layer. a hidden layer error term is defined, 

. 1· ( 1')L "TT'" c· = /IC{ E n 
I · ' /If jd 4! 

(3.27) 

' 
Finally the weight update equation for the hidden layer becomes. 

\\'
1 
(I+ I)= W/,' ( l) + '7<>~ (3.28) 

3.6 ~eural Network Modeling Process 

The l'vlatLab7 \Vas used as the software tool for the modeling of the Neural Network. 

Se\eral \1atLab 7 commands and functions in accordance with the above described 

hackpropagation theory: available in the Neural Network Tool Box is used for the 

programs written. The network architecture optimization, improving the 

generalization and database processing arc some important sections paid special 

attention during the modeling process and finalization process. 

The follm\ing sections cany a general discussion about the selection of functions for 

the modeling. 

3.6.1 ~eural :Network Architecture 

As described early in the chapter the neural network consists of an input layer, output 

layer and one or more intermediate layers refened to as hidden layers. 

3.6.1.1 Input and Output Neurons 

Though the no of input neurons and the no of output neurons arc directly related to the 

spccilic problem. hidden layers and hidden neuron determination is not so straight 
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forward. But this is the section which has to be done with a lot of emphasis, since the 

performance of a Neural Network model is essentially determined by a successful 

optimization of the number of neurons in the network so that a minimum error level is 

achievable in least computational time l23]. 

3.6.1.2 Optimizing the Network Architecture 

Dete;mination of the number of hidden layers and hidden units in layers are looked 

into in this section. Heuristics exist for determining the number of units in the hidden 

lcl\'CrS. 

3.6.1.2.1. Effect of the size of hidden layers 

The function of a hidden layer of a well trained three layer network is that it views the 

input pattern to determine which features are present in the pattern, and the output 

layer considers what output should be generated for the particular combination of 

features identified by the hidden layer l23]. 

Increasing the size of hidden layer usually improves the network's accuracy on the 

training set. Also the hidden layer may memories the input patterns rather than 

learning the features, especially the number of neurons in the hidden layer exceeds the 

number of training cases. Thus \Viii lose the predictability on an unseen set. i.e. the 

network \\ill lose its generalization capability. For a network with a single hidden 

layer it is common practice to initially make the number of neurons equal to about 

two-third of the number in the input layer. For a well generalized neural network 

model. there should be about 10 times as many training data points as there arc 

\\eights in the network. By using this heuristic we can set an upper limit on the 

number of hidden units in the model. 

Decreasing the size of the hidden layer generally improves generalization and hence 

the performance on the new cases. 

But a pcrl"cct fit of hidden neurons i.e. a just large enough network design is hovvevcr 

lor each application is basically a process of trial and error. In the present study the No 

ol hidden neurons and no of hidden layers arc determined by monitoring the training 

error. The selection criteria is given in the under the results. 
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3.6.2 Inputs and outputs to the network (The Database) 

Presenting data for training the NN is a critical factor, when considering the NN's 

final performance. The training database should be suffici('nth· and propNh· selected 

[2~]. But this selection has no hard and fast rules. ln general one can use as many data 

a\ ai I able to train the net work, although it is not necessary to usc them all. lf the 

net\\Ork is trained to perform in a noisy environment then including some noisy input 

\ectors in the data set will help the network to converge even if no Poise is expected at 

the input. 

From the available training data. a small sub set is often sufficient to train a network 

successfully. The r:::maining data can be used to test the network to verify the 

net\\Ork"s generalization capability. Often the available database is splittcd in to three 

sub sections such as. 

• The training set - which is used for computing the gradient and updating the 

network weights and biases 

• The \alidation set - The error on the validation set is monitored during the 

training process With early stopping(discussed in section 3.6.3.2), the choice 

of the\ ali dation set is important. The validation set should be representative of 

all points in the training set. 

• The test set 

The traimng set is used to train the network and the validation set is used as a 

checking data set which is used to monitor the over fitting of the network to the 

training data. A separate Testing set (previously unseen by the network during 

training) generated dil the same sampling strategy was used to evaluate the 

performance of the network. 

3.6.2.1 Pre-Post Processing of data 

In neural Network learning, data with different scales often leads to instability of 

neural networks [25j. This can be addressed by making the training data set 

representati\c of the kind of patterns the operational network \viii have to recognize 

[ 2(1 ]. S i nee they are sensitive to absolute magnitudes all inputs to the neural network 
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usually the input variables are standardized so that they arc all on the same order of 

magnitude [261. 

Data may have to be converted into another form to be meaningful to the network i.e. 

qnce neurons operate \Vith numeric inputs and outputs that corresponds to the 

activation values or the neurons usually 0 to 1 or -I to + L variables are standardized 

to ranges between these values. 

The general data processing techniques include. 

• Data Normalization 

Dividing all values of a set by the maximum value in the set. This can result in 

loss of information with anomalous spikes [.26]. 

• Data Scaling 

Mapping the variable with a range between the minimum and maximum values 

to the full working range of the network input. 
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Comerts each example value to a Z score by subtracting the mean and 

dividing the difference by the standard deviation. This compensates for both 

different magnitudes and variability. 

It has been found that standardizing the input variables to means of zero and units of 

standard deviations nas consistently led to better results in Neural Networks so that in 

the present study Z Score standardization is used [27]. 

Not only the magnitudes and the variability. but also the existence of high degree or 

redundancy in the data from the monitored variables of a system can have an adverse 

effect on the results of neural network modeling. 
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3.6.3 A Yoiding Overtraining (Improving Generalization) 

0\ertraining is probably the most common cnor in neural netv,orks. There is no 

perfect method for determining the number of training iterations or where to stop 

tr~u111ng. o,·ertraining will result in the network to adjust it self to the minor details in 

the training set similarly as in the case of a very large network compared to the 

training set. The most basic method to improve generalization is to select a network 

that is just large cn~1ugh to pruvidc an adequate fit (also discussed in section 

3.6.2.2.l).lf the network is too large then it can learn or create complex functions. If 

\\e usc a small enough network. it will not have enough power to over fit the data. 

\'arious methods can he used to determine \Vhen to stop training in neural networks. 

I. Early stopping based on cross validation 

1 Stopptng after a user defined enor level is reached or after the error levels off 

3. Usc of a test data set 

The problem with the second method is that it is difficult to decide on what this error 

lnel is. Often this level is chosen vvhen the enor levels off and does not change. The 

error during training usually drops until a certain number of itcrati·.)nS where it levels 

off and does not get much smaller, however at this point the network may be 

mertrained. 

Usc of a test data set is not independent of model development. Though this method 

may give the best model for that set of data it docs not give the generalizability of the 

s\'stem. 

There are t\\ o other methods fori mproving generalization 

• Regularization 

• Early stopping 

Both these generalization techniques are implemented in the Matlab7 Neural Network 

tool Box. There arc used in combination with the different training functions and 

eliminates the guesswork required in dcterminmg the optimum network size. The two 
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methods with the implemented strategies in the Matlab7 Neural Network tool box are 

discussed below. 

3.6.3.1 Regularization 

Bayesian regularization method of improving the generalization is implemented in the 

function 'trainbr' which is an inbuilt training function in the Neural networks tool 

80\. 

This imolves modifying the performance function, which is normally chosen to be 

the sum of squares of the network errors on the training set. 

This function updates the weight and bias values according to Levenberg-Marquardt 

optimization. Tt mini1nizes a combination of squared errors and weights, and then 

determines the correct combination so as to produce a network that generalizes well. 

The process is called Bayesian regularization. 

One reature of this algorithm is that it provides a measure of how many network 

parameters (weights and biases) arc being effectively used by the network. This 

effccti\e number or parameters should remain approximately the same, no matter how 

large the total number or parameters in the network becomes. (This assumes that the 

net\\ork has been trained for a sufficient number of iterations to ensure convergence.) 

The trainbr algorithm generally works best when the network inputs and targets are 

scaled so that they fa II appro xi mate! y in the range [-I, I]. 

When using trainbr, it is important to let the algorithm run until the effective number 

of parameters has converged. You can also tell that the algorithm has converged if the 

sum squared error (SSE) and sum squared weights (SSW) are relatively constant over 

se1erai iterations. When this occurs we can stop training manually. 

3.6.3.2 Early Stopping 

With early stopping methods some of the data is removed before training begins. Then 

11 hen training is done, the data that 1vas removed can be used to test the performance 

ul the learned model on "nev/' data. This is the basic idea for a whole class of model 

e1aluation methods called cross l'alidatimz. 

50 

, ... 
,, ~ .. 
i~ 



The enor reduces on the training data as the training proceeds. To evaluate the 

ncmork traming is stopped periodically and substitute the test set for one epoch and 

record the sum squared enor. The error also initially goes down on the hold out data 

(\aliclation set) but then the error level rises again as the model becomes over trained. 

In the Matlab7 Neural Network tool box early stopping can be used with any of the 

mbuilt training functions. You simply need to pass the validation data to the training 

function. 

When the\ ali dation error increases for a specified number of iterations. the training is 

automatically stopped, and the \veights and biases at the minimum of the validation 

eJTor arc returned. 

Requirement of a large example data set is one drawback of this method. Another 

problem is that it docsn 't guarantee that the minimum error found is a global 

minimum rather than a local minimum. 

T\\O main approaches exist for evaluation (testing) model performance with the early 

stopping technique. 

I. Lse a single set to train and test the model using cross validation, leave-one

out, jack-knife or bootstrapping \vhen a large set of example data arc not 

available. 

I Use of an independent data set for testing. If the data set is split into two parts 

with one part for testing. it is called a split-sample approach or hold out 

method. However the independent test is optimal if the two data sets originate 

from two different sampling strategies. 

3.6.3.2.1 Hold-out method 

Split-sample or hold-out method is commonly used for early stopping in Neural 

\ct\\Orks. This is the simplest kind of cross validation. The data set is separated into 

t\\O sets. called the training set and the testing set. The function approximator fits a 

!unction using the training set only. Then the function approximator is asked to predict 

the output \ alues for the data in the testing set (it has never seen these output values 

he lore). The advantage of this method is that it is usually preferable to the residual 
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method and takes no longer to compute. However, its evaluation can have a high 

\anance. The evaluation may depend heavily on which data points end up in the 

training set and which end up in the test set, and thus the evaluation may be 

significantly dillcrent depending on how the division is made. 

3.6.3.3 Regularization Vs Early Stopping 

Both regularization and early stopping can ensure network generalization when 

properly applied. 

When using Bayesian regularization, it is important to train the network until it 

reaches convergence. The sum squared error. the sum squared weights, and the 

effective number of parameters should reach constant values when the network has 

COn\·crged. 

For early stopping. you must be careful not to usc an algorithm that converges too 

rapidly. 

• When using a fast algorithm trainlm (training with Levenberg-Marquardt 

backpropagation) set the training parameters so that the convergence is 

relatively slow 

• The training functions trainscg (Scaled conjugate gradient backpropagation) 

and trainrp (Resilient backpropagation) usually work well with early stopping 

Based on experience, Bayesian regularization generally provides better generalization 

performance than early stopping, when training function approximation networks. 

This is because Bayesian regularization does not require that a validation data set be 

separated out of the training data set. It uses all of the data. This advantage is 

especially noticeable when the size of the data set is small. 

In the present study since data is synthetically generated a large example database is 

a\ailahle. Therefore Early stopping with a Hold out cross validation is used. Also the 

automated training termination is more reliant than monitoring convergence in the 

Regularization method. 

52 

'. 

" ( 

' 



3.6.4 Determining Network Parameter 

t\ct\\ork. parameters are the Leaming Rate, Weight Ranges that influence the model 

performance by affecting the weights. 

The 11~ight should be initialized to small positive random values. 

Selection of a value !"or the learning rate parameter '7 has a significant effect on the 

nct11ork performance. Usually '7 must be a small number on the order of 0.05-0.25 to 

ensure that the network will settle to a solution 124]. If a small value of '7 is selected 

the net11ork 11ill have to make a large number of iterations to converge. It is possible 

to increase the value of '7 while training proceeds, to speed convergence by 

increasing the step size as the error reaches a minimum, but the network may bounce 

around too far from th.::c actual minir.mm value if '7 gets too large. 

·:v1omentum · is another technique to increase the speed of convergence. For that a 

modification is done to the \vcight update equation: when calculating weight change 

1~tlue. \,.\\' a fraction of the previous change is added. This additional term tends to 

keep the 11eight changes going in the same direction. With the momentum term the 

11eight change equation (3.22) of the output layer become, 

\\' (1 + 1) = vV'' (t) + IJ6·", i +ail W, 11 (t -1) 
'· " I" 1'1 I' 'i 

(3.29) 

Where a is the momentum parameter and is usually set to a positive value less than I. 

3.7 :\latLab Function Selection in the Modeling 

In the earlier sections some MatLab7 Neural Network functions used for the program 

de~elopment was mentioned and discussed. In this section the Training function 

selection etc. will be discussed. The MatLab inbuilt functions provide a compact set of 

functions which eliminates the lengthy programs written in the Cor C++ language. 

3.7.1 Pre and Post processing of the training database 

There arc several pre and post processing techniques available. 
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• Postmnmx. Unnormalize data which has been normalized by premnmx 

• Postreg Post process network response with linear regression analysis 

• Poststd Unnormalize data which has been normalized by prestd 

• Premnmx. Normalize data for maximum of 1 and minimum of -1 

• Prepca Principal Component analysis on input data 

• Prestd Normalize data for unity standard deviation and zero 

mean 

• Tramnmx. Transform data with precalculated minimum and max 

• Trapca 

• Trastd 

Transform data with PCA matrix. computed by prepca 

Transform data \Vith precalc. mean & standard deviation 

3.7.2 Creating a Neural Network 

'\e\df Create a feed-forward backpropagation network. The functions with input 

parameters are. 

net= ne\\ ff(PR.[S 1 S2 ... SNI]. { TF 1 TF2 ... TFNI) .BTF,BLF,PF) 

This returns an \!layer feed-forward backpropagation network (net). 

Where. 

PR- R .\. 2 matrix. of min and max values for R input elements 

S1- Size of ith layer, for Nl layers 

TFi -Transfer function of ith layer, default= 'tansig' 

BTF- Backpropagation network training function. default= 'traingdx' 

BLF- Backpropagation weight/bias learning function. default= 'learngdm' 

PF- Performance function. default= 'mse' 

3.7.3 Transfer Functions 

The transfer functions TFi can be any differentiable transfer function such as, 
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• Tansig Hyperbolic tangent sigmoid transfer function 

• Logsig Log sigmoid transfer function 

• Purelin Linear transfer function 

17.-1 Training Algorithms 

A large number of backpropagation algorithms exist [7] the training function BTF can 

be any of the back propagation training functions such as, 

• Train 1m 

• Trainbfg 

• Trainbr 

• Trainrp 

• Traingd 

• Traingdm 

• Traingda 

• Traingdx 

• trainc 

• traincgb 

• traincgf 

• traincgp 

• trainoss 

• trainr 

• trains 

• trainscg 

Levenberg-Marquardt backpropagation 

BFGS quasi-Newton backpropagati 

Bayesian regularization backpropagation 

Resilient backpropagation (network training function that 

updates weight and bias values according to the resilient 

backpropagation algorithm (RPROP)) 

Gradient descent backpropagation 

Gradient descent with momentum backpropagation 

Gradient descent with adaptive learning rate backpropagation 

Gradient descent with momentum and adaptive learning rate 

Backpropagation. 

Cyclical order incremental update 

Poweii-Bealc conjugate gradient backpropagation 

Fletcher-Powell conjugate gradient backpropagation 

Polak-Ribiere conjugate gradient backpropagation 

One step secant backpropagation 

random order incremental update 

Sequential order incremental update 

Scaled conjugate gradient backpropagation 

·Trainlm' is the default training function because it is very fast, but it requires a lot of 

memory to run. Function 'trainbrg·, is slower but more memory-efficient than 

·trainlm·. ·Trainrp·. is slower but more memory-efficient than trainbl"g. 
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Function Characteristics as described in [28] are, 

• On function approximation problems, for networks that contain up to a few 

hundred weights, the Levenberg-Marquardt algorithm will have the fastest 

comergence this advantage is especially noticeable if very accurate training is 

required. ln many cases, trainlm is able to obtain lower mean square errors 

than any of the other algorithms tested. However, as the number of \Veights in 

the network increases, the advantage of the trainlm decreases. 

• In addition, trainlm performance is relatively poor on pattern recognition 

problems. The storage requirements of trainlm arc larger than the other 

algorithms tested. By adjusting function parameters the storage requirements 

can be reduced, but at a cost of increased execution time. 

• The trainrp function is the fastest algorithm on pattern recognition problems. 

However, it does not perform well on function approximation problems. Its 

performance also degrades as the error goal is reduced. The memory 

requirements for this algorithm are relatively small in comparison to the other 

algorithms considered. The performance of Rprop is not very sensitive to the 

settings of the training parameters. 

• The conjugate gradient algorithms, in particular trainscg, seem to perform 

\\ell mer a wide variety of problems, particularly for networks with a large 

number of weights. The SCG algorithm is almost as fast as the LM algorithm 

on function approximation problems (faster for large networks) and is almost 

as fast as trainrp on pattern recognition problems. Its performance does not 

degrade as quickly as traim-p performance does when the enor is reduced. The 

conjugate gradient algorithms have relatively modest memory requirements. 

• The trainhfg performance is similar to that of trainlm. It does not require as 

much storage as trainlm, but the computation required docs increase 

geometrically with the size of the network, since the equivalent of a matrix 

inverse must be computed at each iteration. 

• The variable learning rate algorithm traingdx is usually much slower than the 

other methods, and has about the same storage requirements as trainrp, but it 

can still be useful for some problems. There arc certain situations in which it is 

better to converge more slowly. For example, when using early stopping you 

mav have inconsistent results if you use an algorithm that converges too 
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quickly. You may overshoot the point at which the enor on the validation set 

is minimized. 

3.7A.l Choosing a training Algorithm 

\lultilayer nctv,orks typically usc sigmoid transfer functions in the hidden layers. 

These functions are often called "squashing" functions, since they compress an infinite 

input iange into a finite output range. Sigmoid functions are characterized by the fact 

that their slope must approach zero as the input gets large. 

The hasic backpropagation algorithm adjusts the weights in the steepest descent 

direction (negative of the gradient).This causes a problem when using steepest descent 

to train a multilayer network with sigmoid functions, since the gradient can have a 

\ery small magnitude: and therefore. cause small changes in the weights and biases. 

e\en though the weights and biases are far from their optimal values. 

The purpose of the resilient backpropagation (Rprop) training algorithm is to eliminate 

these harmful effect-; of the magnitudes of the partial derivatives. Only the sign of the 

derivative is used to determine the direction of the weight update: the magnitude of 

the derivative has no effect on the weight update. 

Also it turns out that. although the function decreases most rapidly along the negative 

of the gradient. this does not necessarily produce the fastest convergence. 

In the conjugate gradient algorithms a search is performed along conjugate directions, 

which produces generally faster convergence than steepest descent directions. 

In most of the training algorithms a learning rate is used to determine the length of the 

\\eight update (step size). In most of the conjugate gradient algorithms, the step size is 

adjusted at each iteration. A search is made along the conjugate gradient direction to 

dctenmne the step size, which minimizes the performance function along that line. 
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Chapter 4 
One Dimensional Resistivitv Inversion 

~ 

-1.1 Introduction 

In a Une Dimensional (I D) study the \ertieal variation beneath a point of interest is 

obtained. Tilts Is referred to as Vertical Electrical Sounding (YES) by most practitioners. 

The lleld apparent rcsisti\·ity values arc inverted to produce a one dimensional plot of 

resistivity\ a lues i.e. thickness and earth resistivity of each layer in a horizontally 

strati lied multilayer earth structure as shown in Figure.!.!. 

-1.2 Literature Survey 

Follcm ing is a brief outline of the methods used in I D interpretation, as discussed 

under section 1.3. 

-1.2.1 Qualitative Interpretation 

The qualitati\c interpretation depends on t\\O principles: the lines of cunent will be 

delkcted tO\\ards a good conductor and potential difTerence between the potential 

electrodes is produced by the current flow along the lines joining them (discussed 

under section 2.0). 

-1.2.1.1 Two Layer Structure -High Resistivity layer over low resistivity layer 

Consider the earth model shown in Figure 4.1, a high resistivity layer over a lower 

rcsisti\ ity layer. 'vVhen the current electrodes are closely spaced. in the region 

surroumling the potential electrode positions (bet\\·ecn the t\VO cunent electrodes). 

most ur· the current flO\\'S through the upper layer along paths that arc cl~se to those 

th<~t they \\ ould han? !lown along if the model were homogeneous. That is, in this 

clcctmde conllguration, current flow is not significantly perturbed near the potential 

electrodes to distinguish between this layer model and a homogeneous Earth model 

\\ ith a rcsisti\ ity equal to the resistivity of the top layer. Thus, the computed apparent 

rcs1sti\ ity \\ill be close to the resistivity of the upper layer, p
1

• 
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Figure -t 1 - T\\ o layer model with high resistivity layer over low resistivity layer 
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FigurL' -1-.2- Field Cun-c pattern for two layer model 'vvith high resistivity layer over 
low resistivity layer 

\m\. ''hen increasing the current electrode spacing, the current flow near the 

potential electrodes is significantly altered by the presence of the subsurf~1ce 

boundan. In this case, current is preferentially drawn downward into the lower 

resisti\ ity layer, decreasing the current density between the two current electrodes. 

TillS decrease in current density will cause the computed value of apparent resistivity 

to gradually decrease from p
1 

• 

. '\t 'cry large current electrode spacing, underneath the potemial electrodes, the 

pattern or current flmv is again similar to that which we would observe in a 
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homogeneous Earth model. In this case, ho\\ever, the media has a resistivity of p,. 

Thus. the expected resistivity curve \\i\\ have a pattern as shown in Figure 4.2. 

-U.1.2 Two Layer Structure -Low Resistivity layer onr high resistivity layer 

Consider the earth model shown in Figure 2.6. In this case, a low resistivity layer 

O\crlics a higher resistivity half space. The behavior of apparent resistivity is shown in 

Figure -+.3. Similar to the abO\e discussion. when the electrode spacing is small 

compared to the depth of the top layer the current density is unaffected by the bottom 

laver. ThcrcCorc. thee resistivitv readinu s will be unaffected bv the hiuh resistivitY 
• .-1 0 .; b ../ 

layer and the apparent resistivity will give a reading equal to p
1

, the resistivity of the 

top layer. 

\\"hen the electrode spacing is gradually increased the current starts to enter the high 

resistivity bottom layer. The current is deflected away from the high resistivity 

substratum as the cuiTent seeks to follow a low resistance path. The current density in 

the top layer will increase. where the current density between the current electrodes is 

increased. Thcrefor·e ~he corresponding apparent resistivity reading will gradually 

increased from p
1

• Finally at very large electrode spacing compared to the top layer 

height the apparent resistivity reading will gradually approach the bottom layer 

resisti\ ity. p~ as shown in Figure 4.3. 

Thus\\ ith respect to geological formation of earth, certain field curves can be drawn. 

? 
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Figure -+.3 - Field Curve pattern for two layer model with IO\v resistivity layer over 
high resistivity layer 

60 

1' 



-1.2.1.3 Three layer Structure standard curves 

The geological formation of a three layer structure defines 4 curve types namely Type 

A. Q. I( and H (Figure 4.4). Table -U gives the resistivity combmation of the four 

types. 

Cune T\pe ] Top layer I Intennediate layer I Bottom laver I 
-~ 

A 
~----

Q 
----· 

K 
--·· 

H 

~ 

I resistivity 
~ ~ .. 

! Low ' Medium High 
··-· 

·High Medium Low 
: Low High Medium 
I High Low I Medium 

.. 

Table 4.1 -Geological fonnation for three layer structure 

;7, 

I' 

! 

! 

/Y ::____/'. 

T:pe A 
a : lz: > /z

1
• p, << p, 

b: lz. < lz,. p, < p, 

l~~ 
T:pe K 

a : lz. < lz,. p, >> p, 
b : h. > lz,. p >> p, 

c : fz: > lz,. p, > p, 

d: h: > h,. p, < p. 

! 
p,~ 

! 

f)' j) I 1----=:::::" 

b 

a ~ 
. . p, 

Type Q 
a : lz: < h,. p, > p, 
b : lz: > h,. p, > p, 

d 

-

c 

r 
~ 

T: pe !I 
a : lz: > lz,. p, > p, 

b :h.> h,. p, < p, 

c :lz: > /z,. j), << p. 
d : fz: < /z!. p, < p, 

-

Figure 4.4- Field curve patterns for three layer structure 

Types II & I( han: distinct maximum/mmimum and indicate anomalously high/low 

rcs1sti\ ity respectivelv. Types A & Q shmv steady change indicating middle layer has 

61 

1' 

p 



intermediate resisti\ity bet\\ccn upper and lO\\er layer. As \\ith the two layer case, the 

current density will be affected by the multiple layers as the electrode spacing 

mc reases. 

lirst part of eun e at small electrode separations can be analyzed as t\vo layer case to 

see if r" increase or decreases into second layer. Comparing curve at small and large 

spacing indicates resistivity of lower layer relative to upper. Character of mid-part of 

cune indicates nature of middle layer. 

But the dra\\ back is that layer only shows up in curve if it is su!Ticiently thick and 

resisti\ ity sufficiently different fi·om others. 

-1.2.1.-t Four layer structure Standard Curves 

Ob\ iously the above tour curves also may be combined. It is generally possible to say 

!]·om the shapes of the adjacent parts of the profile which layer con·esponds to the 

ma\imum or minimum on the K and H cun'C types. Therefore the standard curves for 

a four layer model can be classified in to six cun-c types as HK, HA KH, KQ, QH 

and AK representing different geological formations. Figure 4.5 shovvs two example 

CllJ"\CS. 

i 

H 
-I 1- K r- H _, 

! 
1-
! 

I 
I 

I'~ 
I \ 

K p, 

Type HK T]pe KH 

p, > p. < p, > p, p, < p. > p, < p, 

Figure 4.5 -Four layer Type HK and Type KH curve patterns 

In general. number of detectable layers equal to number of turning points in sounding 

cun e plus one. Turning point clue to an interface, so number of layers is one greater. 
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Electrode separation, at which turning points occur, has no connection \vith depth to 

interl~1ce 

-U.2 Quantitative In terprctation 

Ohm-meter method, Moore-cumulative method and Barnes layer method arc some 

earliest used I D interpretation techniques. Ohm-meter method is the earliest, simplest 

and poorest method of interpretation [3]. The field collected apparent resistivity values 

are plotted \ersus depth in feet and a cun-c is drawn through the points. Interpretation 

consists of' noting the depths at which breaks occur in the shape of curve. 

-U.2.1 Curve matching 

Before the a\ailability of personal computers, the cun·e-matching process was done. 

The use or standard or master curves (discussed in section 2.11) requires an 

identification ofthe curve type followed by a comparison with standard curves of that 

type to obtain the best match. TI\O-Iayer and three-layer curves can be used for 

complete interpretation or YES cuncs of more layers by the Auxiliary Point Method, 

'' h ic h requires the us-.: of a small set of auxiliary curves and some construct ions. 
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Figure -1-.Cl- The interpretation of a t\\o layer apparent resistivity graph by comparison 

11ith a set of master curve. The upper layer resistivity is 68 and its thickness is 19.5 m. 
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The field cunc to be interpreted is plotted on transparent logarithmic paper with the 

same modulus as the master curve. It is then shifted over the master curve keeping the 

coordinate a\:es parallel, until a reasonable match is obtained \vith one of the master 

cuncs or \\ith an interpolated curve as shown in Figure 4.6. 

Then the Electrode spacing on transparency at which a/:::= 1 to get interface depth IJ. 

Apparent rcsisti\ity on transparency at \\hich p) p 1 = 1 to get resistivity of layer 

l.p,. Read the \alue ofk, i.e. the reflection coefTicient and calculate p 2 ,the resistivity 

ui"layer 2 using equatiOn (8.3). 
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I igure -t 7- the interpretation of a three layer apparent resistivity graph by comparison 

with a 

Set of master curve . 

.1 layer case: Much larger sets of curves are required to represent the increased number 

:1f possible combinations of resisti\ ities and layer thicknesses. Direct curve fitting is 

time consuming. better use auxiliary point techniques. Figure 4.7 shows a 3 layer 

cun e matching example problem. 

Dashed lines are the axes ofthe theoretical curves. Thick lines arc the axes of the field 

CUI"\ e, The num bcr on curves are values of :::'I ::.1 the points 0 r intersection 0 r these 

[\\ 11 :.txes gin: the lick! values of p
1 

and ::.
1

• p, and p, follow from the ratios given 
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from this !~tmih of cun cs \\here p.j p
1 
= 0.2 and p) p

1 
= 3. :::, is round from the 

ratios gi\ en on the best fitting cun c. In this case an interpolation has been made 

bct\\een cuncs Cor -+ and 6. Final results therefore give: p 1 = 130.m, p~ = !.60.111. 

!' -~ YJ~2nz . .::- 1 = 2.2111 ancl.::-2 =11m 

-1.2.2.2 Computer based iterative calculation methods 

\\'ith the introducti<.•n of' linear filter theory [29] [30] [31] to develop a f~1St numerical 

method for computing apparent rcsisti\ity \"<-liues fi·om the resistivity transforms. and 

\ice \Crsa many computer based interpretation programs \\ere developed. With these 

methods. nC\\ standard curves or trial YES cun·es can be computed as needed, with a 

computer. either to match the cunes or to check the validity of an interpretation ofthe 

tlcld data. Thus. trial-and-error interpretation of YES data is Ceasible. Trial values of 

the layer parameters can be guessed, checked with a computed apparent resistivity 

cunc. and adjusted to make the field and computed curves agree (Figure 4.8). After a 

suite or sounding cun·es has been individually interpreted in this manner. a second 

pass can be made \\here certain layer thicknesses and/or resistivities can be fixed to 

gi\ c a more consistent project-wide interpretation. 

I' 

\kchurc:d \ppclrcllt 
Rcsi~ti\ itics 

l~l'l'l s 

SL1rl ~lmkl Initial (iuc:ss 
1e~ I ,,r c1 three Ll\cr c:a:-c:) 

111 .IIi 

I' ./1 

I' 

IN\'I.RSIO'-J 

I' 

l'akulatcd. \pparc:nt 
Rc:sisti\ ities 

<JliTJ>l'l S 

I· in ell Model htimatcd 
Larth paramdc:r:-

1', . h, 

1 > •• II 

I' 

Figl'.n' -1-.8- Computer based iterative solution method. 
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In order to estimate on the correct parameters of the model through inversion first an 

error function is dc\cloped. 

I I·" -r~[ 
F .. =I· \1 ( 4. 1) 

• I 

\\'here. 

\I ll/ ·tit f' I . I , . - t measurement o e ectnca property 

fJ -Calculated value of the electrical property in a forward modeling 

calculation. 

The calculation of parameters of t\vo layer earth is a three parameter optimization 

problem. parameters being the resistivity of both layers and the depth of the top layer 

11hilc the depth or the lower layer is taken as infinity. Also parameter calculation for 

three layer soil is a five parameter optimization problem, the parameters being. 

rcsisti1itics of the three layers and the depth ofthc upper layers while the depth ofthc 

third layer is taken as infinity. Similarly lorN layers the problem is an optimization of 

(2\-l) parameters. 

Computer programs have been written by [ 4] [5] [6 J [7] [32] [33] and several 

commercial so!l:\\arc companies for the usc of this method to obtain the layer 

p~1ramctcrs automatically by iteration. starting with an initial estimate obtained by an 

~1pproximatc method. The process will be much faster. of course, if the initial guess is 

guided by a semi quantitative comparison with two- and three-layer cuncs. Most 

computer programs require a user-supplied initial estimate (model), whereas some 

programs can optionally generate the initial model. 

In general all the computer based solutions presented is based on minimization of the 

~thll\e error runction (4.1) which ultimately leads to recovery of unknown parameters 

g11 mg an optimal solution. 

~.3 Limitations of the 1 D Interpretation 

The major limitations of the electrical resistivity method arc resolution. suppression 

~md cqui\alcncc. They are all associated 1vith the concept of relative thickness (RT). 

11 hich is de lined as the ratio of the thickness of a layer to the depth to the top of the 

ld\eL 

(J() 
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~.3.1 Resolution 

As a general rule, the resistivity method cannot resolve thin layers (RT < 0.1 ). It 

folio\\ s that the mcth~.xl can resolve considerable detail near the surface, but can see 

only bulk ;ones at depth. 

~.3.2 Equinllent models 

The interpretation of resistivity data is ambiguous. ft is possible to find different 

combinations of thicknesses and resistivities which when substituted in equation 

(2.21 l \\ ould vield the same theoretical resistivity sounding curve 1.e. an apparent 

resistivity cun e can be interpreted by different resistivity models. 

The principle of equivalence states: The thickness and resistivity can not be derived 

independently. The geophysicist has to select the modeL which agrees best with the 

knl)\\11 geological and hydro geological structures of the ground. Another selective 

criterion is the comparison with neighboring soundings. 

~.3.3 Suppression 

L·sually. soundings can resolve no more than six to eight layers. Even a reasonably 

thick layer (0.1 < RT < 1) may not be detected if resistivity contrast is inadequate. This 

is likely to happen with a layer of intermediate resistivity \vhich is sandYviched 

bct\\een one layer which is more conductive (less resistive) and another layer \vhich is 

more resisti\e. Such a layer is said to be suppressed, as there may be no hint of the 

lawr in the field data. 

\Ill p \1 e 

P. <<p I I I ;, 
!'. 

p, ~> /1 - li 
p, 

'..I I' I' 

(J 7 

j, 
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Figure 4.9- Illustrates the problem of a "sandwiched layer" 

To illustrate the abm·e problem, Figure 4.9 is used, considering refraction at the 

boundary. If p >> p the current 11mvs nearly parallel then the resistance of the layer 

1~. 

R = !', :':!.._ 
h !1..111 

s = hu, !'J.m = sf !'J.m 

!'-.! !'-.! 
\\"here . 

. S";- longitudinal conductance 

(4.2) 

(4.3) 

If p, << p the current flmvs nearly perpendicular (shortest path through layer). Then 

the layer resistance is, 

ph R 
H=-=- (4.4) 

.. '1..1 \.·1 
\\'here. 

R
1 

- Trans\·erse Resistance 

It is e\idcnt that Cor any combination of P, and lz with the same ratio for equation and 

for same product lor equation gives the same result. 

-UA The effect of Anisotropy 

In sediments such as clay or shale the resistivity perpendicular to the layering ts 

usually greater than parallel to the direction of layering. 

Other than the error of equivalence one other reason for the ambiguity is, that in 

dcri\ ing equation (2.21) it was assumed that the earth is made of N homogeneous. 

Jsotroptc, and horiz(>ntally continuous layers of resistivities p 1 ,pc, ..... ,p 1 . If the 

la\crs arc anisotropic (i.e., the resistivity of each layer in the vertical directton 

p differs fl·om that in the direction parallel to bedding p,
1 

) as shown in Figure 4.1 0. 

In such a case the interpreted resistivity fi·om sounding data, of each layer is equal to 

neither p nor p. but ecjual to, 
'I 

(J8 

~I 



n = In jJ 
t ~II 1 ,f 

.'\ml its thickness is equal to. 

h = i.lz 

\\'here. 

lz -the interpreted thickness 

(~.5) 

P.CJ) 

1. - Anisotropy coe!Ticient equal to ~ p, j P,, e.g. for sand .gravel ;, = 1.3 ,coal 

; =I 

Since p, is generally greater than P,, for horizontally layered media. the interpreted 

thickness \\ould be greater than the true thickness. 

• • • 
• • • P.; • • • • --• • • p, I • • • J • • • • 

Figure 4.10- Anisotropy of soil 

The trans\ ersc resistance T and the longitudinal conductance S of this model arc 

gin;n by: 

" 
T= LPJl, 

'h./ 
S= L /P. 

I 

(4.7) 

(4.8) 

Clearly. there is an infinite number of homogeneous and anisotropic single layered 

models possessing the same values of T and ,)' . Thus. depending on the chosen 

thickness h of the model. it is possible to find values for Pr nor P,, which satisfy the 

!(Jilowing relations: 

T = ;)h (4.9) 

/ I) 
(4.1 0) .\= 
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\\'here. 

II 

I!= _Lh 
i=l 

~.3.5 Non Horizontal layering 

I D interpretation is \a! id. i C the dip of the layers is not greater than 15°. Figure 4.11 

shm\s a situation \\here the 10 interpretation is not valid. 

a b 

Figure 4.11 -(a) valid I D interpretation (b) I D interpretation is not valid 

~A Synthetic Data generation 

In order to train the ).ieur<-11 network an available example set is essential. Since no 

!ield measurements \\·ere mailable the neural network \vas decided to be trained \vith 

synthetic data. The data was generated by solving the infinite integral (2.21) of the 

apparent resisti\ ity n1easurecl by a wenner array for the N- layers, which is in the 

generalized integral form given by, 

p = p
1

: I+ 2F, (u)- F, (2cl)1 

\\'here. 

.\mi. 

f I\ -~/_hi /.· -'J \]e J(1 I' ,(U)-_CI I-K ,-'/.II,'" /oU)c/, 
II \ I ( 

(-+.11) 
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/\ =kl+f\\~c~;;,, 
\I . -· 

l+kf\ (,-·;;,, 
1 \:.: -

1\ k,+K, cc/lr 
\I '\-1 

1 + k 1\ (' •;;,, 
' \\-l 

f\ \\ I = k \-I 

illld 

I ) - j) j) - j7 j) . - j) 
k, = ' I k = 1+l ' k = \ \-1 

I • ' • \ 

Pc+PI P,.l+p, P\+P\1 

.J(/.o)- Bessel function oCFirst kind oforder zero 

Figure -L 1 sho\\S the representation of a t\\o layer one dimensional representation, 

During the t\\O layer cune generation layer resistivities are varied between lODm and 

I()()() Om. The top !a~.'Cr height is varied between 1-1Om, The resistivity values used 

lor database preparation are given in Table .. :J-,2 \\here p, is the Upper layer resistivity 

and ;J is the Bottom layer resistivity. For each combination of resistivity the first 

layer height is \aried as. 1 m. 2.5m. 5m, 3m, 7,5m, 4.25m, 6m. 8.3m, 9.2m and 10m. 

P~1 

p2 r /i, 

p, 

X 

Figure L 12 - Three layer one dimensional represent<~tion 

Figure 4.12 sho\\s a three layer one dimensional representation. For the three layer 

cune generation di !Terent resistivity combinations and layer height combinations were 

used. Table 4.3 gives the layer resistivity values used for the fcJLtr types of curve 

generation. Here p, is the First layer resistivity. p. is the second layer resistivity and 

;1 is the bottom layer resisti\·ity. 
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I. 

7 

3. i 

4. I 

! 5. 

6. 

i 7. 

8. I 

9. 1 
! 
I 

10. 

II. ] 

12 . . 

13. 

14. 

15. 

I CJ. 

17. 

18. 

19. 

20. 

(!, p 

10 100 

98 300 

175 520 

325 600 

475 500 

545 650 

725 ]()()() 

840 1000 

100 400 

220 600 

420 750 

50 250 

935 ]()()() 

620 700 

250 500 

300 250 

450 100 

1000 100 

220 20 

500 350 

650 400 

900 300 

123. 1 72s soo 

~~4·_1 I 000 200 

25.1 850 400 

I 26. ! 

27 .. 

28. 

29. i 

I 30. 1 
L____j 

600 300 

700 100 

500 175 

350 200 

]()()() 300 

Table 4.2- Re_;istivity value combinations of the two layer curve generation 
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Type;\ Type H 

p p p p p 
I ' 

I. I() Jon 1 1 ooo '3oo 
1 

1 oo 
--~---~ 

l l ()() • 
! 

~) . J2()i 
t 

-+. 'I() I - ! 

235 
-·-· 

-HJO 

45(J 

_)()() 450 100 

520 500 100 
i 

(J00 220 20 
I ! 

Type K Type Q 

p I P, I p i p, P, p p 

700 245 I 5(Jo I 100 I 800 JOO I 100 ! 

-+--~ 
800 350 450 20 750 420 I 250 I 

100 725 1000 400 1000 6oo 1 345 
i i 

467 120 800 I 10 I 975 75o I 472 
I 

I 

5. _)()() J50 . 500 : 500 350 I 879 685 I 950 i J50 I I 000 6oo I 56o 

- 54J c) so . CJ50 I 400 I 74J I 4oo I 575 I 1 oof 998 I 8oo-f6Jo i 

' I 
I 

- 175 700 I()()() 900 300 1000 100 JOO 25 8oo I 450 : 200 
I ' ' 

S. 500 i 642 1000 725 500 865 195 660 78 : 7oo : 1 oo , 20 I 
Jso l3n · 4oo 1 452 1). 200 678 720 1000 I 200 675 J50 I 70 I 

I 
' ! : ··- ! 

l (). 475 5J2 i (JI)O I 850 : 400 975 500 750 340 900 675 I 300 
' 
' ~----· 

II. 250 500 750 600 I 300 700 83o I 95o 250 700 100 10 
I ! 

--· 
12. 22() 240 I 250 700 100 1000 900 1000 620 : 1000 i 750 420 

I I _ .. , 

I) 420 i 800 1 I 000 
I 

500 175 ' 775 200 62o I 20 700 I 500 150 

u-- so-l 40() 700 J50 200 920 ! 475 800 I JOO 1000 700 : 485 
. -

15. 

I i 
400 1 (J75 : 800 750 ! JOO 1 ooo ! 54o I 72o 210 750 56o l1oo I 

Table 4.J- Resisti\·ity value combinations of the three layer curve generation 

[ Type AIType H Type K Type Q 

I 

-------------, 

hi h. 
I 

h, h. h 
I 

h. 
I 

I. l I : 4 2 I 4 I I 
' 

I~· I 
2

s

5= 6.75 5.5 1.5 I 6 1.5 
I 

I 
3.8 

I 

8 4 7.2 4 ) 

i I l / '"·~ 

4. 
-, 

I 
9.4 ; 1.5 2 I I I '· _) 

l 
' ' 

I 
- : & 

i _ .. 
! ., 7.) 7 9.25 5 10 ) 

I 

-
i I 

--l 
I (J. I 4.25 I 10 6.4 I 20 

I 
7.5 20 

I 

I 
I I i I 

7 I () 3.5 J.6 I 15 
I 

3.25 15 J I I ! 

8 8.3 7.4 ! 4.4 9 
I 

4.4 
I 

30 
I 

I c . 

lJ. 9.2 8.3 7 : 100 
I 

5 
I 

100 I 

I I 

1 {\ 1 {\ 1 n I lf\ I Cf\ "" /..., ~c I 

__ _L_ _______ ___L ____ .L__ ___ __L ____ L_ __ 

Table 4.4- Layer height combinations of the three layer curve generation 
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The layer height combinations arc given in Table 4.4. For each combination of 

resisti\ ity. the layer height combinations arc varied from 1-10. Here h
1 
is the first layer 

height and h. is the height ofthc second layer. 

-lA. I Hankel Transform's for soh·ing the infinite integral 

The equation that appears in the integral form, 

[ = J C!(/c )./, Ur)cU 

.'\rc referred to as Hankel Transform (HT) or a Bessel Transform: 

Here. 

J. ()r) - Bessel function of real order ,. of the first kind 

G(/")- kernel function 

(4.12) 

Digital linear filter operators arc widely used for carrying out the above type of 

numerical integrations [34]. A digital linear filter consist of, 

• 17 abscissa \'alucs to sample the input defined with two constants. Sampling 

interval or spacing ( s) and shift ( u ).The shift specifies the placing of the 

starting point ror sampling the input function while the spacing specifies the 

intenal which the remaining samples arc to be taken. 

• 17 filter \vcights 

The \aluc of' the output function is determined by the sum of products of n samples of 

the input function with the conesponding filter weights. 

The sampling points arc calculated as follows, 

/.=(I r)xl()'H' 
11

'
1.i=1,2, ... ,11 (4.Ul 

The function (i(/c) 

computed from. 

is then e\aluatecl for these values of;" and the values of E 
' 
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J = L (;(;~, )W, (4.14) 

\\'here II arc the n filter \\eights, by dividing the sum on the right hand side of the 

equation ( 4.14) by r . 

Based on Dr. Bri<m Borchers's MatLab implemented routines [35] for numerical 

appro:.;imation of Hankel transforms of order 0 and I described from Walt Anderson's 

FORTRAJ\ code [36], the routines are modified as to suite the present resistivity 

fom ard modeling problem with some additional routines. Appendix D gives the 

descriptin: \'latLab functions for the apparent resistivity curve generation for two 

layer case and three layer cases. 

Table 4.5 compares the results obtained for the equation (4.11) e\·aluated \vith the 

\1.\TLAB programs \\hich uses the 801 Anderson filter weights; with the results 

gin:n in r4l to calculate the error. It is evident that it reveals close agreement with the 

results obtained in [ 4] \\ith maximum error in the order of 0.08% .Thus through the 

usc of the programs I proceeded to calculate the synthetic data. 

I Electrode 
Results from Using801 

(R-Rl )/R 
[4] Anderson 

' Spacing :SPEF:R Weights:R1 
(of<,) 

I 1.0 I 693.74 
' 

694.01 I -0.039 i 

l 2.0 251.62 251.80 -0.072 

c lSC 1 3.0 84.56 84.62 -0.071 

4.0 37.64 37.67 I -0.080 

5.0 25.32 
I 

25.34 -0.079 I 

2.0 123.33 123.33 0.000 

4.0 189.99 189.99 0.000 

tsc2~ 258.93 258.99 -0.023 

8.0 I 320.27 ' 320.35 -0.025 

• l 0.0 ! 374.13 374.21 I -0.021 

c 

Ca 

~- 2.0 I 102.26 I 02.26 0.000 

~ 4.0 I 113.07 113.07 0.000 

se 3 6.0 129.77 129.77 0.000 

8.0 147.52 147.52 0.000 

l 10.0 I 
163.95 163.95 0.000 

Table 4.5- Error oC calculated Wenner Four Probe Data 

\\here. 

Case l : P; = 1 OOOOnz, p. = 200111, lz = 1.0111 
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Case .2: p 1 =I 000111, P:_ =I 0000111, lz = 2.5m 

Ca~e J: p 1 = I OCK2111, p, = 30CK2111, h = 5.0111 

-U.2 \"rtwork Structure for 1 D interpretation 

T\\O \Jcural :\ctworks arc proposed in the inversion procedure (Figure 4.14). First 

\et\\Ork \\ill identify the curve type and will pass on the inputs to the second network 

to determine the I D parameters. Figureure 4.13 shows the general Network structure 

used ror imcrsion. 

~ 

-<~-~:-

n=4D _ .. -----=:Zf~~:: .. :. _ 
FtP!d ' ~-----:- ,:/··~; ·:)~-----~ • Indtvtdu.,-J 

hfez;sl:u-ed • .{£~·~~~~;~_~: layer __ 
'tpp 'trPnt :\•';,-\A-,_: ,,..._ ~- ... r~" '"t'"tt'ntw ·= 

'_-__ -__ ' : ·' - ~-=1(~; .. ;-~~-j·_,-:1::1,, ~ --~--- -· -~-~ ~-
1 t; ~-Ltfl., rt;l ~t> ~;:\-1.,-~:-~---- n~'-:)e ... cUJ,J Lt:l rt 

CUt""';lt 

type 

data -trS~~:< 1 depths 

Tv,,,:, layer pzu·zm1eter deternunatt,)n 
net'N('rk 

. n=cm _______ .---::az~~p;~;~.=~~ --" - -
Ftf],-1 • ~- _ _ ./ -:;<,.,§,.;;q~ Iw_!t,,tduct! 

-· ·- ~~::~:<~~?-~~~:/ 1,:;~~~: '/ ,1 .· IE-

ldeasured .,,~::,.t..c:..::.,sm~.~ laver 

:~~h 

11-u·e e layer p zu·an]Jeter deternm1at1<:'n 
ner,,,r,)rk 

Figure 4.13- Proposed Neural Nctv•ork Structure 

-t.-U Inputs and outputs to train the Network (The Database) 

The synthetically generated data for different curve types are used as the training data 

ror the \leural Network. 900 examples of apparent resistivity cun es are generated at 

-1-0 electrode spacing ( u) or the Wenner array ranging from ().()()1m to 390m in 
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successive 1Om steps. Thus n of Figure 3.2 is set to 40. An example three layer curve 

with the 40 sampling points is shown in Figure 4.14. 

10" 

E 
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> 
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c 
[lJ 
C1l 
0... 2 5 
.;{ 10 

102 4 

10" 

Apparent Resistivity Vs Electrode Spacing 

101 

Wenner Electrode Spacing (m) 

Figure 4.14- sampling points of a three layer synthetically generated apparent 
resistivity curve. 

p 1 = 4000m, p2 = 1 OOOOnz, p3 = 1 OOOm, h1 =3m, h,_ = 5m 

The database inc I udes 150 examples for each tvv·o layer and three layer curve types, 

with different resistivities and thicknesses .A 600 example training set and a 300 

example ya\idation set is separated. 

The training set is used to train the network and the validation set is used as a 

checking data set which is used to monitor the over fitting of the network to the 

training data. A separate Testing set of 150 test sets (previously unseen by the network 

during training) generated on the same sampling strategy was used to evaluate the 

perfom1ance of the network. 

Six C\.\l'\C \.ypes \\·\\\ oe \n\lent\1\e\1 D)' t\1e curve 1\lent\f\catlon networK. \'he curve 

iden1.if1cation network w\\\ act as a c\assifler, therefore 6 output neurons are se\ecte\1, 

i.e. m of Figure 3.2 is set to 6. Here a single neuron will switch to give a 'l' output 

an(\ \\1e ot\1e>ts a' CY cmtput. \\1en, no\'\C 2e>to 0\.\\P\.\\ \\·\\\ te\\ t\1e C\.\\'Ye t)'pe. 

The model parameter determination networks will give resistivities and thicknesses as 

outputs. The two layer model parameter optimization network has 3 output neurons 

\\ hile the three layer model parameter determination network has 5 output neurons. 
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5.1 Introduction 

Chapter 5 
Earth Electrode Resistance 

In general rcsisti\ ity methods can be applied for studying variations of resistivity with 

depth (depth sounding methods) or for studying lateral changes in resistivity 

(horil'ontal profiling methods) as long as the units have a resistivity contrast. Often 

this is connected to rock porosity and fraction ofwater saturation ofthe pore spaces. 

The electrical resistivity method is one of the most useful techniques in groundwater 

hydrology exploration because the resistivity of a rock is very sensitive to its water 

content. In turn. the resistivity of water is very sensitive to its ionic content. Other 

applications include studies on Water table depth, Groundwater quality, Aquifer 

e\ploration. mineral Exploration. Detection of cavities, Waste site exploration and 

General stratigraphic mapping. 

In the contc\t of' Electrical Engineering Soil Resistivity studies have become utmost 

important in the design of Earthing or Grounding Systems. This chapter discusses 

about the practical considerations on Earthing and the impact of a Multi layer soil on 

the Earth Electrode Resistance. 

5.2 Requirements of an Earthing System 

Earthing or Grounding may be described as a system of electrical connections to the 

general mass of earth. This system of electrical connections consists of components of 

<111 electrical system and metal works associated with equipment, apparatus and 

<lppliances. Earth is a conductor covered with the resistive material, soil. The purpose 

or grounding is to provide d!rect path for the fault currents to the soil while 

maintaining the step and touch voltages at acceptable values, i.e. for limiting potential 

\\ ith respect to the general mass of earth in order to ensure safety. 

A good grounding system is important for the protection of an overall system f~Kility. 

From a good earthing system we anticipate on Protection ofbuildings and installations 

'1gainst lightning. Safety ofhuman and animal life by limiting touch and step voltages 

tu safC \ alues. Electromagnetic compatibility (EMC) i.e. limitation of electromagnetic 
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disturbances and Correct operation of the electricity supply network and to ensure 

sOOd pO'v\Cr quality . 

.\II these functions arc prO\ ided by a single earthing system that has to be designed to 

i'ulilll all the requirements. Some elements of an earthing system may be provided to 

i'ulllll a specific purpose. but arc nevertheless part of one single earthing system. 

Standards require all earthing measures within an installation to be bonded together, 

forming one system. A complete grounding system might include only one earth 

electrode. an entire group of electrodes with a grounding grid, or anything in between 

and bcvond. 

There are many t~1ctors that determine how well a grounding system performs. Two 

major parameters arc its resistance to remote earth and the resistivity of the local soil. 

Each of these values can be measured to help determine and design the best solution 

fur the grounding system. The resistance to remote earth of the grounding system 

needs to be at a minimum in order to sustain its effectiveness. A few of the 

components that make up this resistance are the physical properties of the material 

used to make the electrode and conductor. all connections made, contact resistance 

between the electrode and the soil, and the soil resistivity. 

In many of the applications of grounding, low earth resistance is essential to meet 

electrical saCcty standards. The intention of keeping the earth resistance low is to 

provide a path back to the supply of sufficiently lovv impedance to pem1it the 

protecti\ e devices to operate properly. The resistance figures also vary from industry 

to industry.Acccpted industry standards stipulate that transmission substations should 

be designed not to exceed 1 n. In distribution substations, the maximum 

recommended resistance is for 5 Q or even 1 n. In most cases, the buried grid system 

of any substation \\ill provide the desired resistance. In light industrial or in 

telecommunication central offices. 5 Q is often the accepted value. For lightning 

protection. the arresw;·s should be coupled with a maximum ground resistance of I Q. 

5.3 Electrical properties of the earthing system 

The electrical properties of earthing system depend essentially on two parameters: 

Earthing resistance and Configuration of the earth electrode. Earthing resistance 

determines the relation between earth voltage and the earth cuiTcnt v-alue. The 
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contig:uration of the earth electrode determines the potential distribution on the earth 

surt~lCc. \\hich occurs as a result of current flmv in the earth. The potential distribution 

on the earth surL1ce is an important consideration in assessing the degree of protection 

against electric shock because it determines the touch and step potentials. 

5.3.1 Earthing resistance 

This has t\\O components: the Dissipation Resistance Rn. which is the resistance of 

the earth bet\\ ecn the earth electrode and the reference earth and resistance RL of the 

metal parts or the earth electrode and of the earthing conductor. The resistance R1. is 

usually much smaller than the dissipation resistance Rn. Thus, usually the earthing 

resistance is estimated to be equal to the dissipation resistance Rn. 

Also In AC circuits one must consider essentially the impedance of an earthing Z 1., 

\\hich is the impedance between the earthing system and the reference earth at a given 

operating frequency. The reactance of the earthing system is the reactance of the 

earthing conductor and of metal parts of the earth electrode. At low frequencies such 

as the 50Hz supply frequency and associated harmonics, reactance is usually 

negligible in comparison to earthing resistance, but must be taken into account for 

high frequencies such as lightning transients. Thus, for low frequencies, it is assumed 

that the earthing impedance Z 1• is equal the dissipation Resistance Rn, which is in 

turn assumed to be approximately equal to the earthing resistance. R. 

l::: R1,::: R ( 5.1) 

The earthing resistance R. of an earth electrode depends on the earth resistivity p as 

\\ell as the electrode geometry. 

5.3.2 Electrode configuration 

In order to achie\ e lo\\ values of Earth Resistance the current density flowing from 

the electrode metal to earth should be lo\V, i.e. the volume of earth through which the 

current llm\ s is as large as possible. Once the current flows from metal to earth it 

spreads out. reducing current density. If the electrode is physically small, e.g. a point. 

tim e!Tect is large. but is very much reduced for a plate \vhere spreading is only 
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ellectiw at the edges. This means that rod, pipe, or wire electrodes have a much ]0\ver 

dissipation resistance than, for example, a plate electrode with the same surface area. 

1\loreonT, it is well documented in literature that DC and AC induced conos1on 

increases \\ ith current density. Low current density extends electrode I i fc. 

5J.2.1 Hemisphere type electrode 
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Figure 5.1 -Hemispherical Electrode -Cross Sectional elevation 

The current entering into the electrode will llO\v radially and the potentials will 

gradually decrease a:-, it goes outwards from the surface of the electrode. Now if we 

consider a hemispherical element of thickness dx at a distance x, the resistance of the 

elemental hemisphere dR IS, 

dR = p.dY 
2:Tx' 

\\'here. 

p- Resistivity of the homogeneous soil 

(5.2) 

Total electrode resistance is the resistance between the point of entry of current and 

the general mass of the earth. To obtain this integrate from the electrode surface to 

R = f p.d.Y 
• I : _,7.\ 

R = __I_J_ 
2,7/" 

infinity. 

( 5.3) 
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5.3.2.2 Plate type 
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Figure 5.2- Plate Electrode -Cross Sectional elevation 

Consider a circular plate electrode of radius r. lying on the surfce of the earth of 

homogeneouse rcsisti\ity p. Making the assumtions that all currents coming out from 

be]O\\ the plate arc vertical and all current coming out from the edges go out radially 

i!·om the edge. the resistance of an elemental area of thickness d.r at distance xis 

gin~n by. 

l
r p.dr ( if. = ----'----:---,--

;7(m·r + 2x' + r') 

Thus to obtain the total Electrode Resistance, 

R = f _£_l1 

1.4628 
,2:rr 

1.4628 ]' ---(X 

x + 1.1272r 

I p I x+0.4436rl/ = n-------
- -L295r x +I .1272r ,1 

p I 1.1272 
-n--

4.295r 0.4436 

p 

4.6r 

Let's consider the area ofthe plate to be !1. Now A= nr'-, 

rJ 
r = ~ ;7 

Thl:refore substituting (5.(J) in (5.5). 

( 5.4) 

( 5.5) 

( 5.6) 
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R=_f!_ ~ 
4.6 v~ (5.7) 

Since approximations are used in the calculation, it would hmc yielded a higher value 

than the ans\\er from equation (5.7). So, the following equation is conveniently used 

as the Electrode Resistance of a circular plate. 

,---
R=i'_ /;7 

.+V~ 

5.3.2.3 Rod/pipe type electrode 
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Figure 5.3- Rod Electrode -Cross Sectional elevation 

(5.8) 

Let's consider a rod electrode of radius r and length /. Let's assume that the current 

llo\\ out\\ ards from the vertical section is horizontal and from the lower hemispherical 

end is radial outwards. Consider an elemental area at distance x, now the resistance of 

the elemental area is, 

8 '1 
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dR = __ p_.l_l __ r 

2;r.r/ + 2,Trc 

Total resistance ofthe Rod Electrode is, 

R= fLl 1 
ldx 

~ 2;r/. x(x+l) 

=I Lin--'--]' 
~~2;r/ x+l , 

R =Lin r+l 
2;r/ r 

Generally l >> r so, 

p I 
R=-ln-

2~TI r 

( 5. 9) 

(5.10) 

( 5. 1 1) 

The abon:: equation (5.11) for the Resistance of a Rod Electrode is given in BS7430 as 
follows, 

p [ l8L j R=- In - -1 
2;r/ d 

\\"here, 

L- Buried Length of the Electrode in m 

d- Diameter of the Electrode in m 

(5.12) 

The earth resistance depends significantly on bow deep the electrode is sunk in the 

ground. This is beca11Se the moisture content is higher and more stable for deeper 

ground layers than for shallow layers. Layers ncar the surface are influenced more by 

seasonal and short-term \\Cather variations and are subject to freezing. 

The most \Crsatile type of earth electrode is the driven rod. On sites where soil 

rcsisti\ ity is high, the usc of deep driven rods to lower the resistance is one option. 

Figure 5.4 sho\\S fer a rod eart!1 electrode how the earthing resistance reduces 

considerably as the depth of a rod electrode increases. However, it is not ahvays 

possible to place electrodes at the preferred depth for geological reasons, for example, 
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where there are rocks or obstructions close to the surface or where the electrode 

system covers a large area. 
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Figure 5.4- Dissipation Resistance of a Rod Electrode as a function ofits buried 
length ( p = 1 OOQm and r = 25mm ) 

(Original is in color) 

The advantage of these is that they pass through soil layers of different conductivity 

and are particularly useful in places where the shallow layers have poor conductivity. 

In this way it is easy to obtain an expected electrode resistance as seen in Figure. 

5.4.Another advantage of rod electrodes is that they can be installed in places where 

there is a limited surface area available to install the electrode. However, surface 

potential distribution of rod electrodes is unfavorable, so in practice a combination of 

rod and surface earth electrodes are also used, in order to obtain both a good resistance 

and desirable surface potential distribution. 

5.3.2.3.1 Effective Resistance Area of a Rod electrode 

The current flowing from the earth electrode goes through layers of soil immediately 

surrounding the electrode. Also the cross sectional area s of the soil layers nearest to 

the electrode is rather small and the soil is relatively a poor conductor of electricity. 
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Therefore. the effective resistance of the conductor is concentrated mainly in the first 

fe\\ meters of soil immediately surrounding the electrode. This fact can be illustrated 

as folio\\ s. 

Using equation (5.11) the resistance R, of the electrode up to a distance x from the 

electrode is. 

[ 
p X ]' R =~In~ 

· 2;r/ x+l , 

p x(r+i) 
R =~ln--

. 2;r/ r(x+i) 
(5.13) 

NO\\ lets consider a numeric example where I= 2.5m and r = 25111111 and soil 

resistivity p = 1 OOOm .Substituting in equation (5.11) the total resistance of the 

electrode is. 

R= 
100 

1n 
2

·
5 

=29.31740 
2,7 X 2.5 0.025 

L: sing cq uation ( 5. 13 ). 

1 ·(' .:;'-) ()() .\ .:..._ ._) 
R = In --'-----'--

, I . I - () 01- ( · I -) .:...,7x_.) . _) x+.:...) 

(; -·r) 1()() X .... )_) 
R = In ~--'-~---'--

• I } - () ()/ .c I . ) -) 
- ,[ X - . ) . - -' ~ .\ + - . ) 

R, = 29.3808-6.36621n(x+2.5)/x (5.14) 

The resulting plot of 1?., vs. xis shown in Figure 5.5. From Figure 5.5 it can be 

observed that 50<>;, of the resistance is from just 0.28m, 75% in 1.14m, 90% in 4.15m, 

95%,in 9.21m and 99<Yo in 43.4m. Increase in resistance is very slow after 90% value. 

Thus in general it is considered that the resistance of a rod electrode has a resistance 

area having a radius cf approximately twice the length, i.e. for this particular example 

it is 5m 's \\here the value is 91.4%. This is the reason why when an electrode is 

planted it should not be closer than 2 Or 3 times its length from other major earths.The 

area \\·ithin this distance of the rod is the so-called effective resistance area. 
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Distance from Electrode,x Vs Res1atnce at diatance x 
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Figure 5.5- Variation of Earth Resistance at distance x from the electrode 

5.3.2.4 Slip or conductor type 
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Figure 5.6- Conductor Electrode (a) Cross Sectional elevation (b) Plan 

Trench Electrodes, conductors buried horizontally under the surface of the ground, 

also make very good connections to earth. They are particularly effective when a 
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dO\Yn-conductor is connected to a point in the middle of the trench electrode. These 

horizontal electrodes haYe special ach anlage where high resistivity sod has a shallow 

layer of low resisti\ity soil abo\·e it. The Strip Electrode is similar to a rod electrode of 

circular cross section buried horizontally such that a hemispherical cross section is 

bclo\\ the soil (Figure 5.6). 

Lets consider an elemental half cylinder with half hemispherical ends. at a distance x. 

belo\\ and thickness dr:. Now the resistance of the elemental considered is, 

I 
p.dc-

d? = -----::-
,Trl + LTY 

The total circular conductor Electrode Resistance is, 

R-pi' ~ 
;7 r x(2x+l) 

=i!_fl l __ l -11x 
rrl I x x +I 2 j 

[ 
p 1 x ]/ -- n---
rrl x +I 2 I 

R 
P I+ 2r 

=-In --
rrl 2r 

\\'hen I>> r, 

J)_pl I \-- n-
rrl 2r 

(5.15) 

( 5. I Cl) 

( 5.1 7) 

When the circular conductor of radius r is replaced by a strip of width ·Jl, this 

becomes. 

p I 
R=-ln-

;71 )I 

If the tape is buried at a depth t, instead at surface, 

If:' 
p I -R=-n-

2rrl pt 

'~. 

(5.18)-.:/ 

(5.19) 
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5.3.2.5 l\Ieshed electrodes 

:\nother example of the usc of conductors buried under the surf~tcc of the earth is the 

ground-grid mesh. These are constructed as a grid placed horizontally at shallow depth 

cable \\ ith exposed metal sheath or amour which behaves similarly to a strip-type 

earth electrode. Grid meshes are often used to complement rods or can be used 

separately \\hen deep driven rods arc impractical due to soil and terrain 

considerations. 

Grid meshes are often used for the earthing in substations to create an equipotential 

platform and also to handle the high fault CUJTents returning to the transformer 

neutrals. They are particularly useful when multiple injection points are required, at a 

substation for example. In this case a number of items \\ill be connected to the grid at 

\ arious locations; the mesh pro\'idcs a good earth irrespecti\'C of the injection point of 

the Lmlt cuncnt. Earthing resistance of buried grid meshes can be considerably lower 

than those implemented using \ertical earth spikes. Increasing the area of the grid 

co\ erage can also significantly reduce the earth resistance. 

5.3.2.6 Foundation earth electrodes 

These arc fom1ed from conductive structural parts embedded in concrete foundation 

prm iding a large area contact \Yith the earth. 

5.-l Electrical properties of the ground 

The calculation of the earthing resistance requires a good knowledge of the soil 

properties. The electrical properties of the ground are characterized by the earth 

resisti\·ity p . Therefore the soil stratum is required to be analyzed to determine the 

soil Rcsisti\ity, at the design stage. 

Soil resisti\·ity has a direct effect on the resistance of the grounding system. The 

C\ aluation of the resistivity of the local soil can dctem1inc the best location, depth, and 

SI/C of the electrodes in a grounding system, and can also be used for many other 

applications. As discussed in earlier chapters geological survey uses the soil resistivity 

to locate ore, clay, gravel, etc. beneath the earth's surface. Depth and thickness of 

bedrock can also be detennined. The degree of corrosion of the local soil also can be 
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obtained from its rcsisti\itv value. Due to these many reasons. it IS necessary tu 

measure the rcsisti\ ity of the local soil. 

A large \ ariation in the value of p is a problem. In many practical situations. a 

homogenous ground structure \viii he assumed with an average value of p, which 

must be estimated on the basis of soil analysis or by measurement. The dctcnnination 

of p is oHcn a complicated task for the ground docs not have a homogenous 

structure, but is formed of layers of diJTerent materials and the resistivity of a given 

type of ground varies \vidcly (Table 5.1) and is very dependent on moisture content. 

\\'here no information is available about the value of p ~it is usuallv 

assumcdp=lOOnm. However. as Table 5.1 indicates. the real value can be very 

diilerent; one important point is that the current distribution in the soil layers used 

during measurement should simulate that for the final installation. Consequently, 

measurements must always be interpreted carefully. So acceptance testing of the final 

installation. together with an assessment of likely variations due to \veathcr conditions 

and 0\er lifetime. must be undertaken. 

5.-U The Approximate resistivity values of common rock types 

-,----------

1\laterial ! Resistivity ( nm ) 
! Air cr:· 

Pvritc 0.3 
-· . --

Galena 0.002 
, Qum1z 4x101

" -2x10 1 ~ I 
~ 

I I Calcite lxl({' -lx101
' 

i Rock Salt 30-lxl013 

Mica 9x]()L' -1x1() 1 ~ 
f--

Granite 100-1 X] 0(' 

Gabbro 1 X 1 ()3 -1 X 1 0(' 

Basalt 10-1x10 -
' 
: Limestones 50-lx107 

r--~. 

Sandstones 1-1 X 108 

Dolomite 100-10000 
Sand 1-1000 

i Clay 1 -100 

I Ground Water 0.5-300 
I Sea Water 0.2 

Table 5.1 -Resistivities of Some materials 
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Fig~m: 5. 7 - ResistiYities of some common rock types 

Although some nati\·e metals and graphite conduct electricity, most rock-fonning 

minerals are electrical insulators. Measured resistivities in Earth materials arc 

primarily controlled by the movement of charged ions in pore fluids. Although water 

itself is not a good conductor of electricity, ground \Vater generally contains dissolved 

compounds that greatly enhance its ability to conduct electricity. Hence, porosity and 

fluid saturation tend to dominate electrical resistivity measurements. In addition to 

pores, fractures within crystalline rock can lead to low resistivities if they are filled 

\\ith fluids. 

5.4.2 Principle factors effecting soil resistivity 

5.4.2 l Type of Soil 

The soil composition can be clay, gravel, loam, rock, sand, shale, silt, stones, etc. In 

many locations, soil can be quite homogenous, while other locations may be mixtures 

of these soil types in varying proportions. As discussed in earlier chapters very often, 

the soil composition is in layers or strata. 
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5.4.2.2 Climate 

Ob\iously. arid and good rainfall climates arc at opposite extremes for conditions of 

soil resistivity. 

5.-1.2.3 Seasonal Conditions 

The effects of heat, moisture, drought and frost can introduce \vide variations in 

"normal" soil resisti,·ity. Soil resistivity increases few percent with moisture content 

while soil temperatures belm\ freezing greatly increase soil resistivity. 
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Figure 5.8- Influence of moisture content 

The moisture content can change over a wide range, depending on geographical 

location and \veather conditions, from a low percentage for desert regions up to about 

80% for swampy regions. Moisture content can be a significant factor in determining 

the resistivity of the local soil. Figure 5.8 shows the influence of the moisture content 

on the resistivity nlue. The drier the soil, the higher the resistivity. The soil resistivity 

remains relati\·ely low (and constant) if the moisture content of the soil is greater than 

15% (by weight,) and skyrockets for lower values of moisture content. 

Also the effect of freezing is similar to that of drying, the resistivity mcreases 

significantly at higher freezing levels. 

It should be noted that however the moisture alone is not the predominant factor in the 

low resistivity soils. If the water is relatively pure, it will be high resistivity unless the 

soil contain sufficient natural clement to fonn a conducting electrolyte, the abundance 

92 



... 

of \\atcr ''ill not provide the soil with adequate conducti,·ity. The value of high 

moisture content is ad\·;.mtageous in increasing the solubility of existing natural 

elements in the soil, and in pro,iding for the solubility of ingredients which may be 

artificially introduced to i mprow the soi I conductivity. 
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Figure 5.9- Influence of temperature 

Figure 5.9 sho\\S the influence of varying temperature on the soil resistivity \'alue. 

The temperature coefficient of resistivity for soil is negative, but is negligible for 

temperature aboH:: freezing point. At about 20 "C, the resistivity change is about 9°;;> 

per I oc .With temperature, the colder the soil is, the higher the resistivity. Due to 

seasonal changes \vhere the temperature can change drastically for a particular area, 

the resistivity of the local soil can also change drastically 

5.4.2.4 Other Factors 

Grain size and distribution, and closeness of packing are also contributory factors 

since they have much to do \vith retention of soil moisture, as well as providing good 

conditions for a closely packed soil in good contact with the earth rod. 

Another significant factor in the detem1ination of soil resistivity is the content of 

minerals, such as salts or other chemicals dissolved in the contained water. For values 

of I 0~> (by weight) salt content, the soil resistivity remains low (and constant,) and 

skyrockets for lower values of salt content. 
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\Ian\· of these f~tctors (moisture content, mineral content, compactness. and 

temperature.) of the local soil can change during the life of the grounding system, and 

therefore change the resistance to remote earth of that grounding system. For these 

reasons the calculations of earth resistance and the planning of electrodes can be 

perfon11cd up to a limited le\ cl of accuracy. 

5.5 Surface potential distribution 

Earthing \'Oltagc. as well as distribution of the earih surface potential during the 

cunent tlc1\\ in the earthing system, is important parameters for protection against 

electric shock. Earthing \·oltage ( VE ), is equal to the earthing potential (assuming that 

the potential of the reference earth is equal zero). Usmg equation (5.1 0). the earthing 

potential can be described as follows, 

1
. n!. . 
L = f~;Rr = ~-~ ln ~__!_!__ 

27!1 r 
(5.20) 

Where. 

I 1 - Earth Current 

Under fault conditions, the earih electrode is raised to a potential with respect to the 

general mass of earth. This results in the existence of voltages in the soil around the 

electrode that may be injurious to telephone and pilot cables, whose cores are 

substantially at earth potential, owing to the voltage to which the sheath of such cables 

are raised . This happens mainly in connection with large electrode systems as at 

]10\\ er stations and sub stations. 

The \'Oltagc gradient at the surface of ground may also constitute a danger to life. 

specially \Yhere the cattle arc concemed. This occurs principally with pole mounted 

sub stations with low Yoltage systems. 

5.5.1 Surface Potential Distribution due to a Rod Electrode buried in a 

homogeneous medium 

The potential of any point located at distance x from the middle of earth electrode, in 

\\ hich earth current fr flows, can be fommlated with the following equation using 

starting \\ith the equation (2.13) and equation (2.14). 
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Since it is assumed [hat the cunent flows out\\ards fi·om the \ertical section is 

hori?Ontal and from the lower hemispherical end is radial OU(\\ ards the total current 

IL crossing a cylindrical plus hemi-spherical surface is given by, 

11 = ( 2;rx/ + 2;rx' ).! 

Thus from (2.1.+ ), 

_:i_=pf= lip 
x' · ( 2;rx/ + 2,Tc') 

Therefore, 

A=- pfry 
2;r(l + x) 

l-Ienee from (2.13 ), 

!J] 
/' = ---- ----~L 

' 2n(x+l) 

lip 

2nx(! + x) 

( 5.21) 

(5.22) 

( 5.23) 

(5.24) 

Which is the \·oltage at a distance x due to cunent flowing in the center of a rod 

electrode buried to a distance L from the surface. 

Following is an illustration of the surface potential distribution due to a current 

flowing in a rod type electrode. Figure 5.10 shows a rod type electrode embedded in a 

homogeneous ground. 

With Figure 5.10 it is possible for us to calculate the step and touch potentials due to 

certain earth fault condition to evaluate the degree of expected shock at a specified 

distance from the electrode. Step and touch voltage situations arise when it is possible 

for a person to make simultaneous contact with a part of an electrical system which is 

not live under nonnal conditions but has become live clue to the passage of a fault 

current, and another conductive part which is at a different potential. This situation is 

described as 'indirect contact' with live parts. 
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Figure 5.10 - Notational representation of Surface Potential distribution of a rod 

electrode buried in a homogeneous medium. 

(I= 2.5m, r = 25mm, p = 1 OOOm, IE = 1 OOA) 

A common step and touch voltage situation arises in and around substations under 

earth fault conditions wherein the earth fault current flows through the earth electrode 

and grid system. and it is possible for a person to make simultaneous contact with two 

parts which arc at a different potential due the passage of the eat1h fault current. 

5.5.2 Touch Potential 

Touch potential is the voltage between the energized object and the feet of a person in 

contact with the object, , i.e. the voltage between a palm and a foot of a person who is 

just touching the earth electrode or metal parts connected to it (Figure 5.1 0). It is 

equal to the difference in voltage bet\veen the object (which is at a distance of Om's) 

and a point lm distance away. It should be noted that the touch potential could be 
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nearly the full \'Oitage across the grounded object if that object is grounded at a point 

remote from the place where the person is in contact with it. 

5.5.3 Step Potential 

Step potential is the voltage between the feet of a person standing near an energized 

grounded object. It is equal to the difference in voltage, given by the voltage 

distribution cun c. between two points at lm distances from the "electrode" (Figure 

5.10). A person could be at risk of injury during a fault simply by standing near the 

grounding point. 

5.6l\Jethods of Earth Electrode Resistance Measurements of a single Electrode 

\Vhen an electrode system has been designed and installed, it is usually necessary to 

measure and confim1 the earth resistance between the electrode and reference earth. 

Grounding systems should be tested upon installation and then annually during their 

senice life. The initial testing establishes a performance baseline, confirms that the 

design specification is met and validates the quality of the installation. Annual testing 

ensures the continued integrity of the system and provides protection against 

degradation prior to equipment damage or performance problems. 

The most commonly used method of measuring the earth resistance of an earth 

electrode is the 3-point measuring technique. Other more complex methods, such as 

the Slope Method or t:;e Four Pole Method, have been developed to overcome specific 

problems associated with this simpler procedure, mainly for measurements of the 

resistance of large earthing systems or at sites where space for locating the test 

electrodes is restricted. 

Regardless of the measurement method employed, it should be remembered that the 

measurement of earth resistance is as much an art as it is a science, and resistance 

measurements can be affected by many parameters, some of which may be difficult to 

quantify. As such, it is best to take a number of separate readings and average them, 

rather than rely on the results of a single measurement. 

5.6. 1 Fall of Potential Method 

The 3-point method or the Fall of Potential method is the most recognized method for 

measuring the resistance to earth of a grounding system, and is best suited to small 
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systems that don't co\·er a \\ide area. It is simple to caJTy out and requires a minimal 

amount of calculation to obtain a result. This method is generally not suited to large 

earthing installations, as the stake separations needed to ensure an accurate 

measurement can be excessive, requiring the usc of very long test leads. 

This method comprises the Earth Electrode to be measured and two other electrically 

independent test electrodes, usually labeled P (Potential) and C (Current) (Figure 

5. II). An alternating current (I) is passed through the outer electrode C and the 

'oltage is measured, by means of an inner electrode P, at some intcm1ediary point 

bet\\ecn them. The Earth Resistance is simply calculated using Ohm's Law; 

Rr = r 'j I . 
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Figure 5.11 - 3-Point Method ofEarth Resistance Measurement 

When performing a measurement, the aim is to position the auxiliary test electrode C 

f~tr enough away from the earth electrode under test so that the auxiliary test electrode 

P will lie outside the effective resistance areas of both the earth system and the other 
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test electrode (Figure 5.11 ). If the current test electrode C is too close, the resistance 

areas \\ill O\crlap and there will be a steep variation in the measured resistance as the 

\oltage test electrode is moved (Figure 5.12(b)). If the current test electrode is 

correctly positioned, there will be a 'flat' (or very nearly so) resistance area 

some\\herc in bet\\Cen it and the earth electrode (Figure 5.12(a)). 
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Figure 5.12- (a) Successful plot due to correct spacing (b) Effect ofresistance area 

overlap due to insufficient spacing between earth electrode and current electrode 

The Fall of Potential method incorporates a check to ensure that the test electrodes are 

indeed positioned far enough away for a correct reading to be obtained. It is advisable 

that this check be canied, as it is really the only way of ensuring a correct result. To 

perfonn a check on the resistance figure, two additional measurements should be 

made; the first wit!-: the voltage test electrode (P) moved 1 O(Yo of the original voltage 

electrode-to-emih system separation away from its initial position, and the second 
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with it mmcd a distance of l O(XJ closer than its original position, as shown in Figure 

5.11. 

lfthesc t\\O additional measurements arc in agreement \\ith the original measurement, 

\\ithlll the required level of accuracy, then the test stakes have been correctly 

positioned and the DC resistance figure can be obtained by averaging the three results. 

Ho\\C\Tr. if there is substantial disagreement amongst any of these results, then it is 

likely that the stakes have been incorrectly positioned, either by being too close to the 

earth system being tested, too close to one another or too close to other structures that 

are interfering with the results. The stakes should be repositioned at a larger separation 

distance or in a di!Tercnt direction and the three measurements repeated. This process 

should be repeated until a satisfactory result is achieved. 

5.6.2 The 62 1~) 1\lethod 

The Fall of Potential method can be adapted slightly for use with medium sized 

earthing systems. Based on empirical data the ohmic value measured at 62tYt) of the 

distance from the ground-under-test to the remote cunent probe, is taken as the system 

ground resistance. Therefore this adaptation is often referred to as the 62% lv!etlzod, 

as it im·ohes positioning the inner test stake at 62% of the earth electrode-to-outer 

stake separation (recall that in the Fall-of-Potential method, this figt:re was 50%). 

All the other requirements of test stake location - that they be in a straight line and be 

positioned away from other structures - remain valid. When using this method, it is 

also ach isable to repeat the measurements with the inner test stake moved ± 1 O(Yo of the 

earth electrode-inner test stake separation distance, as before. 

The main disadvantage \vith this method is that the theory on which it is based relies 

on the assumption that the underlying soil is homogeneous, which in practice is rarely 

the case. Thus, care should be taken in its use and a soil resistivity survey should 

ah\ ays be carried out. Altematively, one of the other methods should be employed. 

5.6.3 Other Test Methods 

!\1any other methods exist for taking earth resistance measurements. Many of these 

methods haYe been designed in an attempt to alleviate the necessity for excessive 
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electrode separations, when measuring large earth systems, or the requirement of 

having to kmm the electrical centre of the system. 

5.6.3.1 The Slope l\Iethod 

This method is suitable for use with large earthing systems, such as sub-station earths. 

It im oh cs taking a number of resistance measurements at \·arious earth systems to 

\ oltage electrode separations and then plotting a curve of the resistance \ ariation 

bel\\ een the earth and the cunent. From this graph, and from data obtained from 

tables, it is possible to calculate the theoretical optimum location for the voltage 

electrode and thus, from the resistance curve, calculate the true resistance. 

The additional measurement and calculation effort tends to relegate this system to use 

\\ith only \'Cry large or complex earthing systems. 

5.6.3.2 The Star-Delta Method 

This technique is well suited to usc with large systems in built up areas or on rocky 

terrain, \\here it may be difficult to find suitable locations for the test electrodes. 

particularly over long distances in a straight line. 

Three test electrodes, set up at the comers of an equilateral triangle with the earth 

system in the middle, are used and measurements are made of the total resistance 

bet\\een adjacent electrodes, and also between each electrode and the earthing system. 

Lsing these results, :.1 number of calculations arc performed and a result can be 

obtained for the resistance of the earth system. 

5.6.3.3 The Four Potential Method 

This technique helps overcome some of the problems associated with the requirement 

for knowing electrical centre of the earthing systems being tested. The main draw 

back with the Four Potential method is that, like with the Fall of Potential method, it 

can require excessive electrode separation distances if the earthing system being 

measured is large. 
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This method is similar in set up to the standard Fall of l1 otcntial method and 

measurements arc made with the \'Oltage electrode at diiTercnt positions and a set of 

equ;;tions arc used to calculate the theoretical resistance of the system, 

5. 7 Limitations on calculating the Electrode Resistance 

The calculation of farthing resistance is usually performed under the assumptions that 

the ground is boundless and of unifonn structure \\ith a given value of resistivity It is 

possible to determine exact equations for earthing resistance but, in practice. their 

usefulness is wry limited, especially in the case of complex and meshed earth 

electrodes \Yherc the mathematical relations become \'Cry complicated, 

Furthermore. ewn a small inaccuracy in the \'alue of the resistivity has a significant 

influence on the actual earthing resistance of meshed earth electrodes and it is often 

\'try diHicult to detennine the earth resistivity \Vith the accuracy required. Because of 

this. the theoretical equations of ea1ihing resistance derived in sections 5.3.2. I -

5J.2A usually used only for homogeneous earth structure. When it comes to the 

actual sub soil \\ith a layered structure the Earth Resistance and the surface potential 

distribution will be effected clue to the changes in current flow in the non

homogeneous media. Therefore it is essential to study the resistance of a rod electrode 

buried in a multi layer media since ultimately it can be more accurately estimated the 

depth of boring or the iength of a rod electrode in a multi layer situation. 

5.7.1 Surface Potential Distribution due to a Rod Electrodes buried in a Multi 

Laver I\ledia. 

Figure 5.13 shows a rod electrode driven in a multi layer earth. 11,/2 , .... ,!\ are 

considered to be current sources in the respective layers, due to current I entering into 

the electrode. 

The \York presented in paper [3 7] gives theoretical fommlas for calculating the 

electrode resistance and surface potential distribution. In order to present the equations 

here, I stmi \vith the potential at the earth surface due to individual cunent sources in 

the layered structure. 

The potential I~ due tu current source, / 1 in the 1st Layer, 
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Figure 5.13 - Driven rod in multi layer em1h 
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And the general equation of the potential V, due to current source, 1
1 

in the N 111 Layer 

IS gJ\·en as, 

r·\ = p~/1 (1-k
1
)(1-k,) ..... (l-k1 _

1
)j e-

211 

-w~J0 (),x)dA 
_;r o as1- fJ.11c 

\\'here. 
u =a_ + P ,-'J.ih 

I I \ .' /-' \2 ( 

(J -~;h, 
u 1 , = a 1 ' + P.1 J' 

ji\ I = klav:, + /3.\ _,e -2/h: 

IJ I (1 -2/.h, 
;\, =t\la\., +1-'-1_,e 

(5.26) 
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Accordingly, the surface potential V, (x) at distance x from the center of the electrode, 

due to a deep driv.:n rod in an N-laycr eanh structure is given as, 
"' II I I 

1'1 (x)= Ir'~dt+ J V,dt+ ..... + I V,dt (5.27) 
If 

J • [ .1-J II r -/1 !'J -2/JI . /1 
_ fl1 1 ' • Cl1 , C + J 15 C . C . , --,-I. no~k,) I I . . 2/h, Jo(Xt)d/,dt 

_/T ;cl 1 ~rr II ,, ():' 11 ~j) 11 C __ , 
(5.28) 

\\'here. 
s 

J I, = 2.:)z, , H, = 0 , 11, =I 
t=l 

(i I\ = 1 , /]1 \ = 0 

\Vhen it come to calculations the current /
1 

should be detennined. For that it is 

assumed that the current density is inversely proportional to the resistivity, p so that 

it can be considered that the cunent in each layer is unifom1. Thus. 

pJ, = pJ= = ....... = p,l \' 

fA+ l)z2 + ...... + 11 (I~ h1 
~ h, .. ./1

1 1
) =I 

Sohing the abo\e equations, 

1 
pJI = .\-I h I ~ H \ I 

L 1-; + ~ P~,--
,_-_] I 

Where, 
\-I 

H =~h, \-1 L..... 
i I 

J- Cunent Flowing in the rod electrode 

p1 - Resistivity of layer N 

(5.29) 

(5.30) 

(5.31) 

Finally the general equation to calculate surface potential v\ (x) at distance X from the 

center of the electrode, clue to a deep driven rod in a N-layer earth structure is given 

as. 

1 1 I [ s-1 If, "' -;1 '·H · : I'Jt)=-
1

_
1 

(l~k a,,e · +f3x,e--" ·e/.1 , , 
2;r ~ lz, + I_~HH ~ D ') J [ a 

11 
~ j3 _ e_2;h, .10 (Ax )d).d/ 

L...., ,-t ! j\ I 

1~1 P, p, 

(5.32) 
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5.7.2 Rod Electrode Resistance buried in a l\lu\ti layer l\ledia 

From l371 the earth resistance for a deep driven rod can be expressed as the ratio 

bct\\ccn the potential at the surface o[the rod and the current f1o\vi11g in the rod. That 

IS. 

R=~ 
! 

(5.33) 

Where. 
a- radius of the rod 

Therefore. from equation (5.32), 

I 1 .\ l s I f1' ' ; I 1 'j{ . R- cc c- + j3 e _/_ . / 1 

- .\-1 (1-k .\'s \.s C ' _, 
2,7 2: h, + l~ll, , ~ lJ , l}_, [ a,,_ (J,,e "'' .!, (/,x)d/,dl 

1~1 PI p\ 

(5.34) 

In order to C\ aluate the theoretical values for the Case Study in section 5.8 the 

equations (5.32) and (5.34) are used. The Mathematica 5.0 sofhvare is used for the 

calculations. To evaluate the compatibility of using Mathematica, the software output 

is compared \\ith the results given in [37]. 

Table 5.2 compares the calculated results from equation (5.34) using the Mathcmatica 

5.0 software and the results given in [37]. The results obtained from Mathcmatica 

calculations re\·eal close agreement \\·ith the results in [3 7] with maximum error in the 

order of0.7%). Thus, through the usc ofthe Software I proceeded to calculate the earth 

resistance for the earth electrode. 

Takahashi & 

~ ToggR Kawase Mathematica:R2 (R-R 1 )/R% (R-R2)/R o;;) 
:Rl 

I 0.1 0.537661 0.536923 0.538217 0.137261211 -0.103410885 

1 0.3 0.20CJ955 0.206692 I 0.205311 0.127080766 0.794375589 

I o.s 0.130679 0.13052 0.130769 0.121672189 -0.06887105 

i 0.7 0.09623 0.096116 0.0963525 0.118466175 -0.127299179 

I 
I 

' 0.9 I 0.076474 0.076384 0.0765701 0.117687057 -0.125663624 I 

Table 5.2- Error of calculated Electrode Resistance 
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6.1 Introduction 

Chapter 6 
Two Dimensional Resistivity Inversion 

I D inteq1r-ctation \\ill not always reveal the actual sub soil structure of a complex 

earth model. A discussed under section 4.3 one-dimensional ( 10) interpretations have 

certain limitations; therefore in areas where the geological structures arc 

approximately l\\O-dimensional (20), conventional 20 electrical rmagmg surveys 

!me been successfully used. 

Electrical imersion techniques have progressed from approximate inverse methods 

using a series of 1-D inversion steps [38] to 3-D inversion methods. The latter have 

been de\ eloped using linearized and backprojection methods and non-linear 

optimization. However 10 inversion results are very useful in constructing initial 

models for multidimensional interpretations. Therefore presently two-dimensional 

(20) interpretations arc widely used. Applications of resistivity 20 inversion 

techniques are ,·astly found in hydrogeology. 

ln the present '' ork three 2D scenarios are experimented. They are, 

CASE 1: Detection of an anomalous body of arbitrary size I 00 Dm in a homogeneous 

medium of 1000 Dm 

CASE 2: Detection of an anomalous body of arbitrary resistivity in a homogeneous 
medium 

/;_..._:::.""' 

CASE 3: Detection of an anomalous body of arbitrary resistivity in1 a~,three layer 
medium '' i '-:-;~!'·· ·· 

."( 

6.2 Literature Survey 
j'/~· 

20 electrical surveys arc usually carried out using multi electrode arrays and in order 

tll he able to model complex 20 structures adequately a cell based inversion is 

commonly used. When dealing with a 20 problem though there is a 20 earth model 

the electrical field due to a point source is 30. It has become a standard practice to 
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sol\e the 20 and 3D resistivity fmward modeling problem using numerical methods 

by discretization of the domain of investigation [ 12] [39] [40]. 

In order to adequately resolve such complex soil structures with arbitrary resisti\·ity 

distributions. the regularized least squares optimization is frequently used [ 12] for 

slmlmberger [39] for pole pole data [ 40] in the 20 imusion of electrical imaging data. 

Simulated annealing applied for very low frequency resistivity data (VLF-R) 

imcrsion. described in [13], Maximum entropy [14], Conjugate Gradient [15] and 

Neural Net\\Orks (NN) [ 11 ],[1 ()] are other techniques usee! in the complex structure 

2D imcrsions of geophysical data. 

In the work presentee! in [12], the use of two ditlcrent constraints of regularized least 

squares optimization is discussed. L2 norm based least squares optimization minimizes 

the sum of squares of spatial changes in the model resistivity while the r 1 nonn based 

optimization or blocky inversion minimizes the sum of absolute values of the spatial 

changes of model resistivity. 

Furthermore. approximations to the equations describing the physics of the forward 

and inwrse problem of electrical prospecting are frequently employed to make the 

Ill\ crsc problem more manageable on current computers [ 41]. The approximations 

usuallv allow the conductivities to vary only by a ~small' amount around a 

background or starting model. This allows a low-contrast approximation to be used, 

thus speeding up the computation. Howewr, it has also been shown that current 

computers arc sufficiently fast to invert field scale data sets \Vithin a reasonable time 

\\hilc sohing the full non-linear inversion problem using an accurate forward model 

[15]. 

:\ FORTRAN code for the 20 Schlumberger inversion based on the finite-element 

forward modeling and the nonlinear least-squares scheme is preE:ented in [39]. The 

program utilizes two kinds of meshes: a model mesh and a finite-element calculation 

mesh. The model mesh describes the 20 resistivity section beneath a survey line by 

dividing it into many rectangular blocks. The calculation mesh is formed for each 

sounding station by substituting the resistivity value of each element from the 

corresponding block on the model mesh. A smoothing procedure is incorporated for 
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the spatial resisti\ity distribution in order to reduce the spurious resistivity features on 

the 2 D mode I. 

The smoothing procedure is referred to as Smoothness constrained inversion. The 

resultant cross section of the 20 model often shows a rough spatial rcsisti\'ity 

distribution. i.e. the resistivity changes abruptly between two neighboring blocks and 

extraordinary km or high resistivities appear. Although the rough model could result 

numerical closely matching the observed data, it often does not seem to represent the 

true structure. In order to avoid these phenomena ami to reduce the non-uniqueness of 

modeL smoothing factor is introduced. 

In the abo\·e \Yorks it has been shown that the quality of inversion greatly depends on 

the smoothing bctor and the number of unknown resistivity blocks. 

6.3 Forward Modeling of a 20 earth Structure 

6.3.1 Acquiring Field Measurements for a 20 study 

2a 2a 2a 54'h Measurement 
cl pl p2 (2 

a a c 1st Measurement 

cl pl p2 (2 Electrode Number 
1 2 3 1\ 5 6 7 52 53 54 55 56 

1'' Measurement 53'" Measurement 
>) 0 

54th Measurement 103'd Measurement 

Figure 6.1 -Apparent resistivity pseudo section for I m spaced 56 multi electrode 
array 

The field measurements for a 20 study is obtained first by moving an electrode array 

laterally along the field line of interest with a fixed electrode spacing, secondly the 

anay electrode intervals is increased in steps and the measurements are repeatedly 

taken. Presently automatic field measurement acquiring instruments are available, 
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11hich these instruments operate in a multi electrode mode to acquire a set of field 

measuremems at once. 

In the present study a 56 multi electrode Wenner array with 1m spacing is considered. 

The initial electrode spacing (a) is set to 1m and the spacing is increased in I m steps. 

This adopts an apparent resisti,·ity pseudo section with 495 field measurements 

(Figure (J. I). 

6.3.2 Construction of a 20 structUJ·e 

The 20 structure. after the imusion of the field data is interpreted with a cell or block 

based model. A model mesh is used for this purpose. This model mesh describes a 20 

resisti\ ity structure along the survey line by initially dividing the surface medium into 

many rectangular blocks. A constant resistivity will be assigned to the individual cells 

in the in,·erted 2D model. 

The mesh discretization for the present study is gi,·en in Table 6.1. The block 

boundaries in the horizontal direction are at the position of an electrode. These results 

in a mesh \vith 385 mesh divisions or blocks (Figure 6.2). 

I\umber of mesh divisions sets the minimum number of cells between the electrodes. 

If this is set to a larger value a finer mesh of higher accuracy will result for the 

im erted model whiisL longer run time of the program. This is due to the number of 

output nodes in the output layer of the Neural network is set to the number of mesh 

di\ isions. 

Thickness incremental factor is applicable to surface resistivity surveys where model 

resolution degrades with the depth. A large thickness incremental factor will reduce 

the runtime of training the Neural Netv,;ork since this factor too decides on the number 

of mesh di,·isions. Therefore the number of mesh divisions and the thickness 

incremental factor are set such that to minimise the training time of the neural 

net\\ ork. 

Depth factor detennines the depth of the inverted model The depth of the inve11ed 

model is determined by the maximum median depth times the depth factor. Median 

depth is a function of electrode spacing and array type. 
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Figure 6.2 -Mesh discretization for the inverted sub surface model 

In the present study the wcnner array Yvith 56 electrodes spaced at 1111 is considered. 

Therefore, 

\la\imum electrode spacing (anm) = 56/3 111 
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= 18.6 7m 
I 

\Jcdian depth for a \\Tnncr array (a 111"'~) = 1S.67/2 m 
I.e-

Depth oCim·crtcd model 

(J\kdian depth x Depth Factor) 

= 9.33 111 

= 9.33 X J.1 

=10.3m 

6.3.3 Forward Response of 20 Earth Structure- Theoretical equations 

Starting with equation (A.6) the de response of a 2D earth is given by the Poisson's 

equation (now, cr is the conductivity of the medium in siemens per meter ( S I m )). 

-tT ( .Y • .::) V 21" (X.)'. Z) = .f (X.)'. Z) (6.1) 

\\"here (J"(x . .::)is the conductivity, r(x.y.z)is the electrical potential and .!(x.y.z) 

is the current density. 

for a 2D distribution the electrical conductivity in which resistivity varies along x 

and :: axes for a point source A ( x. 0. 0) of current I at z = 0, the DC response is the 

solution of (C.1 ). 

By applying the Fourier transform to (C. I) \Vith respect to y coordinate [39], we 

obtain. 

\.lrr(x.1·)V 1/ (x, k,, z) J+ k ~ cr(x,.:: )V(x, k,, z) = J (x, k,, z) (6.2) 

\\here 1
' indicates the Fourier transform and k the Fourier transform variable. The 

\ 

equation (6.2) can be solved for 20 structures with finite element method or finite 

difTerences. We use the finite element method to compute the forward response for the 

\\'enner array. 

6.4 Synthetic data Generation 

Synthetic data generation is done with a commercial software, AG! Earthlnwger 2D 

J)emo (Version 2.1.8(Build 507)), Coprright 2002-2006. A 30 days demo version of 

this resistivity inversion software \Vas downloaded from the website of the program 

dewloper, AGI Advanced Geosciences Inc, 2121 Geoscience Dr., Austin, IX 78726, 

I I 1 
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USA at the web address www.agiusa.com. This data is used for the Neural network 

training and testing. 

Several commercial software's available for 2D resistivity inversion was examined 

and trial studies were carried out with them to choose the most reliable software 

package for the synthetic data generation for my present study. To generate the 

forward response for a given earth model it was required to supply the resistivity 

values of each cell in the 2D mesh, by coloring the individual cells. 
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Figure 6.3 - Anomalous body assignments to generate synthetic data 
(Original is in color) 

For CASE 1 database generation was done by moving a 100 O.m anomalous body of 

different size to different mesh positions as shown in Figure 6.3. The 130 number of 

entire body assignments used for the database are given in Appendix F. A constant 

resistivity is assigned to each of the blocks. With the commercial software the forward 

response is then generated and the results are saved in the '.stg' format (Figure 6.4). 

Then with a Visual Basic program the relevant data for the training is extracted from 

the .stg file and stored in .txt format as a text file. 

For CASE 2 synthetic data generation was done by changing both the homogeneous 

medium resistivity and the anomalous body's resistivity. Homogeneous medium or 

the background resistivity is varied between 50Qm and 1000Qm . The anomalous 

body resistivity is varied between 100 Qm and 10000 O.m and it is moved to different 

mesh positions with variable sizes. CASE 2 mesh assignments included the 130 mesh 
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assignments given in Appendix F. The data is saved and processed similarly as in 

CASE 1. Table 6.2 gives the Resistivity Combinations used for CASE 2 training 

database preparation. 
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Figure 6.4- Synthetic data generating software outputs (a) Synthetic Model (b) 
Calculated apparent resistivity pseudo section (c) data saved in .stg format 

(Original is in Color) 

For CASE 3, i.e. Detection of an anomalous body of arbitrary resistivity in a three 

layer medium synthetic data generations is done by changing both the layer 

parameters (resistivities of the three layers and the height of the top two layers) and 

the anomalous body's resistivity. The layer resistivities are varied between 

lOOOmand lOOOQm . Table 6.3 gives the resistivity combinations used for CASE 3 

training database preparation 

The top layer and the mid layer heights are varied between 0.9-6.2m and 1.2-5.8m 

respectively. The anomalous body resistivity is varied between lOOOQmand 

5000 Om and it is moved to different mesh positions with variable sizes. The mesh 
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assignments are as 3ame as in Appendix F. Table gives the combinations of the layer 

resistivity values used. Appendix G shows the layer height combinations used for the 

database generation. 

Anomalous 
Background 

body's resistivity 
resistivity(Qm) 

(Qm) 

50 1000 

50 3000 

100 1000 

100 2500 

100 7000 

150 5000 

200 8500 

275 8000 

300 10000 

350 100 

350 4000 

400 1500 

400 7000 

450 3400 

550 5000 

575 100 

600 2500 

625 9500 

650 7500 

700 4250 

800 100 

825 2000 

900 7500 

950 3500 

1000 100 

Table 6.2 - Resistivity Combinations used for CASE 2 training database preparation 
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P, P, P, 

1. 100 235 300 

2. 300 350 500 

3. 500 700 1000 

4. 250 500 800 

5. 425 650 900 

6. 300 1000 725 

7. 450 260 850 

8. 600 320 975 

9. 540 100 1000 

10. 750 300 1000 

11. 800 300 100 

12. 1000 600 350 

13 . 700 400 100 

14. 675 350 225 

15. 900 650 430 

16. 350 450 100 

17. 120 800 350 

18. 720 1000 360 

19 . . 400 900 250 

20. 625 875 300 
--

Table 6.3 - Resistivity Combinations used for CASE 3 training database preparation 

The anomalous body resistivity values used for database generation are, l 000 Qm, 

1500Qm, 2000Qm ,2500Qm, 2750Qm ,3100Qm ,3600Qm, 4000Qm ,4500Qm and 

5000Qm. 

6.4.1 Database for network training 

For CASE 1 the database consists of 1040 examples generated by adding Gaussian 

noise of 0%, 0.5%, 1%, 1.25%, 1.5%, 2%, 2.5% and 2.75% for 130 different mesh 

assignments. The noise values are selected such that the measurement noise and 

numerical errors are usually below 3% [ 42]. 
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For CASE 2 the databases consists of 13000 examples (20 resistivity combinations x 

130 mesh assignments x 5 noise levels), all generated by varying the Gaussian noise 

level at 0%, 1%, 1.5%, 2% and 2.5%. 

For CASE 3 the databases consists of 9750000 examples (20 resistivity combinations 

x 75 layer height combinations x 130 mesh assignments x 10 anomalous body 

resistivities x 5 noise levels), all generated by varying the Gaussian noise level at 

0%, 1%, 1.5%, 2% and 2.5%. 

The input data is pre processed to give normalized data with unity standard deviation 

and zero mean. The database is then split to three sections to use with the generalized 

training of the Network. Table 6.4 gives the sizes of the training set, test set and the 

validation set. 

Size of 
Case Number 

Database Training Set Validation Set 

1 1040 640 200 

2 13000 7000 3000 

3 9750000 5750000 2000000 
- - - - --- - - - --- - -- - - --- --

Table 6.4 - Data set separation 

6.5 Neural Network Modeling and Optimization 

Test Set 

200 

3000 

2000000 

Referring Figure 3.2 of the general neural network architecture, for the three cases of 

interest n is set to 495 (apparent resistivity pseudo section datum points), and m is 

set to 385 (individual cell resistivity assignments) . The no of hidden layers and hidden 

neurons ( l) are finalized on a trial and error basis after monitoring the training and 

testing error. 

When observing the synthetically generated pseudo sections for an arbitrary resistivity 

distributions certain data patterns can be recognized. The 'Trainrp' function 

(discussed under section 3. 7.4) is the fastest algorithm on pattern recognition 

problems [28] among the available set of neural network training functions in 

MATLAB7s' Neural Network tool Box. Therefore 'Trainrp' , the network training 

function that updates weight and bias values according to the resilient 

backpropagation algorithm (RPROP) is used for the 2D resistivity data inversion. 
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In the present study since data is synthetically generated a large example database is 

available. Therefore in order to improve generalization or to avoid overtraining, Early 

stopping with a Hold out cross validation is used. i.e. for the network optimizing 

procedure the automated training termination is used. 
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7.1 Introduction 

Chapter 7 
Three Dimensional Resistivity Inversion 

In areas \Vhere the geological structures are approximately two-dimensional (2D), 

conventional 2D electrical imaging surveys have been successfully used. The main 

limitation of such surveys is probably the assumption of a 20 structure. In areas \Vith 

complex structures. there is no substitute for a fully 3D survey. Researchers have 

observed that 2D and 3D resistivity surveys at the same location produced very 

different images on the same cross section. This discrepancy causes much confusion 

among practitioners about effectiveness of resistivity imaging methods. 

When dealing with a 3D resistivity problem a 3D earth model with a 3D arbitrary 

resistivity distribution and 3D electrical field due to a point source is considered. 

A Neural Network based inversion program is designed to invert data collected with a 

rectangular grid of electrodes with the pole-pole array. A seven by seven electrode 

grid is proposed for the present study with a total of 49 electrodes. The NN is trained 

to output to give a cell based inversion model for the pre defined mesh discretization. 

A paradigms of Backpropagation learning algorithm namely Resilient 

backpropagation is tested with different network architectures on trial and error to 

choose the best network with the lowest training and testing error to reproduce the 3D 

sub surface structure from the multi electrode field measurements. 

A 3D case study of geological model of a two layer earth with an embedded 

Anomalous body is experimented. 

7.2 Literature 

Many resistivity imaging practitioners are interested in combining multiple 2D data 

sets collected along parallel survey lines into a pseudo 3D data set for 3D inversion. 

In such cases it is observed that most of the features on an extracted slice image from 

3D inversion appeared on the image from 2D inversion, but the 2D inverted resistivity 

cross-section appeared more complicated with more anomalies and higher resistivity 

contrast [43J. The objects which did not intersect the imaging plane would be folded 
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onto the 2D inverted cross-section. This is why false anomalies are often seen on the 

2D resistivity images. Therefore, 3D resistivity imaging methods are the better 

technology for subsurface imaging. 

A 3D resistivity survey is carried out with a multi electrode array spanned in both x 

and y dimensions. Similarly as the 2D resistivity forward problem. it has become a 

standard practice to solve 3D resistivity forward modeling problem using numerical 

methods by discretization of the domain of investigation. 

Novv as multi-electrode. multi-channel resistivity imaging systems and commercial 3D 

resistivity inversion programs are readily available. more and more people are 

conducting 3D resistivity surveys. 

7.3 For·ward Modeling of a 3D earth Structure 

7.3.1 Acquiring Field Measurements for a 3D study 

Electrical resistivity surveys traditionally have been conducted with linear arrays, with 

electrodes evenly spaced. But three-dimensional (3D) surveys require the placement 

of parallel lines of electrodes. 

7.3.1.1 Electrode Geometry 

t..utornated [lata • 
.-----, tl.cqUISition Res1st1V1tV fv1eter • 

x-dl recti on 

ydYed'"' j 

0 Electn:nj"'s 

Figure 7.1 -one possible layout for a 3D survey 

,.. "" ,... f<j '1 
~,_;<..JI I 
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Ideally, the electrodes for a 30 survey are arranged in a rectangular grid (Figure 7.1 ). 

However, in practice depending on the available equipment, surface topography, 

survey time and budget, different types of survey procedures have been used. 
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Figure 7. 2 - Using the roll-along method to survey a 10 by 10 grid with a resistivity

meter system \vith 50 electrodes. (a) Surveys using a 10 by 5 grid with the lines 

orientated in the x-direction. (b) Surveys with the lines orientated in they-direction. 

Most commercial 30 surveys will probably involve grids of at least 16 by 16 in order 

to co\er a reasonably large area. A 16 by 16 grid will require 256 electrodes which is 

larger than many multi-electrode resistivity meter systems. To map large areas with a 

limited number of electrodes in a multi-electrode resistivity meter system, the roll-
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along technique can be used l44]. Figure 7.2 shows an example of survey usmg a 

multi-electrode resistivity meter system with 50 electrodes to survey a 10 by l 0 grid. 

Initially the electrodes are arranged in a 10 by 5 grid with the longer lines orientated in 

the x-direction (Figure 7.2a) Measurements are made primary in the x-direction. with 

some possible measurements in the diagonal directions. Next the entire grid is moved 

in the y-direction so that the I 0 by 5 grid now covers the second half of the I 0 by I 0 

grid area. The I 0 by 5 grid of electrodes is next orientated in the y-direction and the 

measurements are made bet\veen the electrodes in the y-direction (Figure 7 .2b ). 

7.3.1.2 Array types 

Some known electrode configurations such as wenner and shlumberger arrays are not 

applicable to 3D cross string measurements. The most common arrays used for 3-D 

surveys are the pole-pole (discussed in C.2.3), pole-dipole (discussed in C.2.4) and 

dipole-dipole (discussed in C.2.5) arrays. Other arrays might not provide sufficient 

data coverage for a full 3-D inversion [45]. 

7.3.2 Recording the field measurements 

There are two popular methods for the 3D surveys. such as cross line or cross string 

measurements and pseudo 3D survey. 

The electrode geometry can consist of several electrode strings. An electrode string is 

defined as a line of electrodes with consecutive addresses. It is not essentially a 

straight line. For a borehole resistivity survey a string is a borehole. For several lines 

on the surface electrodes on a survey line can be grouped together as one string. For 

electrodes laid out in an irregular shape such as some surface electrodes in a borehole 

resistivity imaging project, all surface electrodes are combined into one string. A cable 

may be oriented in either x or y directions. 

To image a volume both same-string measurements and cross-string measurements 

should be collected. Same string measurements are acquired with the transmitting and 

receiving electrodes on the same string. But the cross string measurements are taken 

with transmitting electrode on one string and receiving electrode on another string. For 

efficient field surveys and data processing some pairs of string may not be used to 

collect data. 
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With a large number of cross-line measurements is an ideal approach for a 3D 

resistivity survey because it offers a better subsurface resolution than a pseudo 3D 

survey ( 1]. However, a pseudo 3D survey without any cross-line measurements is an 

acceptable alternative to a true 3D survey as far as the line spacing is equal to or less 

than \\\lC:e \\'\e e\ec:\\:ClQe S\)c..c:\n-s. 

7.3.3 3D surveys with the pole-pole array 

The pole-pole electrode configuration is commonly used for 30 surveys. The 

apparent resistivity value for the pole-pole array is given by (C.4), 

P = 21[{]R 
(7.1) 

Where R is the measured resistance, a is the spacing between the C 1 and P 1 

electrodes. For a given number of electrodes, the pole-pole array gives the maximum 

number of independent measurements, n 
max 

11 - ( max - 11 11 - 1 ) I 2 

Where n is the number of electrodes. 

which is given by, 

(7.2) 

In the measurement sequence shown in Figure 7.3, each electrode in turn is used as a 

current electrode and the potentials at all the other electrodes are measured. Because 

of reciprocity, only the potentials at the electrodes with a higher index number than 

the current electrode are measured. For a 5 by 5 electrode grid, a complete data set 

\Yill have 300 datum points. For 7 by 7 and 10 by 10 electrode grids. the numbers of 

measurements are 1176 and 4500 respectively. It can be very time-consuming to make 

such a large number of measurements with typical single-channel resistivity meters 

commonly used for 2D surveys. 

To reduce the number of measurements to about one-third of the maximum possible 

number required without seriously degrading the quality of the model obtained, an 

alternative measurement sequence has been tested (Figure 7.4). In this proposed 

"cross-diagonal survey" technique, the potential measurements are only made at the 

electrodes along the horizontal, vertical and the 45 degrees diagonal lines passing 

through the current electrode. The number of datum points with this arrangement for a 

7 by 7 grid is reduced to 4 76. 
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Figure 7.3 -The location of potential electrodes corresponding to a single current 

electrode in the arrangement used by a survey to measure the complete data 

In the case of a roll-along grid connection method all the possible measurements for 

the pole-pole array or the cross diagonal measurements are made for each sub grid. 
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Figure 7.4 - The location of potential electrodes corresponding to a single current 

electrode in the arrangement used by a cross diagonal survey 
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For practical reasons, the number of field measurements in some surveys might be 

even less than the cross-diagonal technique. Another common approach is to just 

make the measurements in the x- and y- directions only, without the diagonal 

measurements. This is particularly common if the survey is made with a system with a 

limited number of independent electrodes, but a relatively large grid is needed. 

For relatively small grids of less than 12 by 12 electrodes, the pole-pole array has a 

substantially larger of possible measurements compared to other arrays. The loss of 

data points near the sides of the grid is kept to a minimum, and provides better 

horizontal data coverage compared to any other array. This is an attractive array for 

small survey grids with relatively small spacing (less than 10 meters) between the 

electrodes. However, it has the disadvantage of requiring two "far" electrodes that 

must be placed at a sufficiently large distance (at least 10 times the maximum 

electrode spacing used) from the survey grid. Due to the large distance between the 

two potential electrodes, this array is more sensitive to telluric noise. The pole pole 

array produces strong signals but a low model resolution. 

In the present study a 7 by 7 electrode grid with 1m spacing is considered. The pole

pole array is considered and a cross diagonal data set acquiring option is considered. 

This adopts an apparent resistivity pseudo section with 476 field measurements. 

7.3.4 Construction of a 3D Structure 

The inverted 3D structure from the field data is interpreted with 2D slices equivalent 

to the no of layers in the z direction of the block based model (Figure 7 .5). 

(a) 
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Figure 7.5 - Sample model with different sized and shaped anomalies, 

for synthetic data generation (a) 3D mesh (b) 2D slices 

(Original is in Color) 

A 3D model mesh is used for this purpose. This model mesh describes a 3D resistivity 

structure by initially dividing the surface medium into many rectangular prisms. A 

constant resistivity will be assigned to the individual prisms in the inverted 3D model. 

Then 2D slices at predefined depths are used to interpret the 3D structure after 

inversion (Figure 7.5(b)). 

The mesh discretization for the present study is as follows . The width of the 

rectangular blocks is set to the electrode spacing in the x andy directions. The number 

of model mesh levels is set to 7. Thickness of first layer is set to 0. 7m. Since the 

resolution of the resistivity method decreases with depth, normally the thicknesses of 

the model layers are also increased with depth. A thickness incremental factor of 1.15 

is selected. Hence the individual layer depths are 0.7m, 1.505m, 2.4307m, 3.4954m, 

4.72m, 6.1276m and 7.7468m respectively. These results in a 7, 2D slices each with a 

6 by 6 mesh, giving a 3D representation with a total of 252 ( 6 x 6 x 7) block divisions 

7.3.5 Forward Response of a 3D structure 

Using the Poisson's equation, 
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-V.(aVV) =I (7.3) 

For a pole-pole array, the apparent resistivity can be calculated as, 

p =2 t-..V a 7rCl -
I 

(7.4) 

Where a is the electrode spacing £-.. V is the potential difference between the receiving 

electrodes. 

For a 3D distribution the electrical conductivity forward solution can be obtained by 

solving the differential equation, 

a ( av) a ( av) a ( av) - a- + - a - +- a- = I(x,y,z) ax ax oy ay az az (7.5) 

Where, V is the scalar electrical potential and ,I(x,y,z) is the electric current source. 

Finite difference or Finite Element method with an elemental volume was used to 

discretize the above partial differential equation. 

7.4 Synthetic data generation 

Similarly as in the two dimensional study a commercial software is used for the 

synthetic data generation. RES3DMOD, version 2.14(April 2005), for Windows 

95/98/Me/2000/NT, a program for 3-D resistivity & IP forward modeling using the 

finite-difference and finite-element methods for Wenner, dipole-dipole, pole-pole, 

pole-dipole, Schlumberger, rectangular arrays by M.H.Loke was used for data 

using an input text file. Appendix H.1 gives a sample of a model file used for mesh 

assignments. 

A two layer earth structure is considered with an embedded anomalous body. The 

layer resistivities are varied between 10Om and 1000 Om while the top layer height is 

varied between 0.7-6.2m. The resistivity values used for database preparation are the 
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same as given in Table 4.2.The anomalous body resistivity is varied between 100-

3000Qm and it is moved to different mesh positions with variable sizes(Figure 7.5). 

The synthetic data is generated by adding Gaussian noise of 0%, 1%, 1.5%, 2% and 

2.5%. 

For each combination of resistivity the upper layer height ( h, ) is varied in the values 

of0.7m, 1.5m, 2.43m, 3.5m, 4.72m and 6.13m. 

The anomalous body was moved to different prism positions. The numbers of 65 body 

assignments used in the database generation are given in Appendix H.2. The 

anomalous body resistivity was varied in the values of 100 D.m , 500 D.m , 1000 D.m , 

lSOOQm , 2000D.m , 2500Qm and 3000Qm. 

With the commercial software the forward response is then generated and the results 

are saved in the ' .dat' format (Figure 7.6). Then with a Visual Basic program the 

relevant data for the training is extracted from the .dat file and stored in .txt format as 

a text file . 
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Figure 7.6 - Apparent resistivity values (encircled) for the training database 

7.4.1 Database for network training 

The database consists of 409500 examples (30 resistivity combinations x 6 layer 

height combinations x 65 mesh assignments x 7 anomalous body resistivities x 5 

noise levels). The input data is pre processed to give normalized data with unity 

standard deviation and zero mean. 225500 samples are separated as the training set 

while the test and validation sets are comprised for 92000 samples each. 
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In the 3D case considered the databases for Neural Network training and testing 

consists of input records of 476 datum points of the 3D measurement pseudo section. 

Individual output records consist of the constant resistivity values assigned to the 252 

mesh divisions. That is referring Figure 3.2 n is set to 476 and m is set to 252. 

Similarly as in the two dimensional cases the resilient backpropagation algorithm 

(RPROP),'Trainrp' function in MATLAB7s' Neural Network tool Box is used for 

network training. Also since a large example database is available, early stopping with 

hold out cross validation is used to ensure network generalization. 
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Chapter 8 
Results 

8.1 Neural Network Model Optimization Results for One Dimensional Inversion 

Model Optimization i.e. selection of Hidden layers and hidden nodes was done with 

evaluating the Average Mean square Training Errors. 

The network performance at each run was slightly different due to the random 

initializations. So at the network optimization session' s 15 networks were trained and 

the performance was finalized on an average basis. 

The weight initialization is randomly done in the application, the weights and biases 

are initialized to small positive values by a Matlab routine at each training session 

Comparing all the factors discussed under the section 3.7.4 the 'Trainrp' function is 

preliminary used for training of the curve identification network. And also the training 

and test errors of both 'Trainrp ' function and the 'Trainscg' function are compared to 

choose the best performing training algorithm. 

8.1.1 Curve Identification Network 

Figure 8.1 shows the training performance of the Resilient Back propagation 

algorithm and the Scaled Conjugate Algorithm. With the average performance on 15 

networks with different initializations the minimum training error is achieved with the 

'trainrp' function or the Resilient backpropagation algorithm. 

Therefore the Resilient backpropagation algorithm is used there after for the trainings . 

In order to select the optimize network architecture i.e. to select the no of hidden 

nodes the training error of the resilient backpropagation function is compared. As seen 

in Figure 8.1 the training error variation with a Single hidden layer converges around 

125 hidden nodes, however the training error level is converged to 0.4. 

In order to check on the error level variation with two hidden layers several training 

sessions were carried out. 
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Figure 8.2 (a) to Figure 8.2 (d) shows that the training error has reduced with the no of 

hidden nodes in the first layer and have converged with the increasing number of 

hidden nodes in the second layer. However the error reduction rate with the increment 

of the Hidden nodes is not significant. The average mean square error converges 

around 0.02 for 100 hidden nodes in the first layer. Therefore no further training is 

carried out with two hidden layers. 

Further to check whether significant changes do occur with three hidden layers several 

training sessions were carried out. One such sample session results are given in Figure 

8.3. The error level variation shows no improvement to the two hidden layer case. 

Since acceptable error levels are achieved with a two hidden layers the no of hidden 

layers is fixed to two, with 85 and 165 as the number ofnodes in the first and second 

hidden layers respectively. The performance on the finalized network during training 

is shown in Figure 8.4. The training, validation and test error variation (on unseen 

data) is shown. 
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Figure 8.3 -Training Error variation of the curve identification network with three 
hidden layers 

hl- nodes in the first hidden layer, h2- nodes in the second hidden layer 

10 
0 

Performance is 0.0201687, Goal is 0 

"0 
Q) 

0:: 
.,!. 
en 
Q) 

r-
c 
Q) 
Q) 

(5 
C: 
0 .i; 10·1 

"0 

Cii 
> 
Q) 
~ 

as 
6> 
.!: 
c ·m 
;:: 

10·2 
0 20 40 60 80 100 120 

139 Epochs 

Figure 8.4- Training, validation and Test performance of the finalized Network 
(Original is in Color) 

133 



1.1.2 Two Layer Parameter Determination Network 

In order to finalize the network architecture single hidden layer results and two hidden 

layer results for varying no of hidden neurons is compared for the 'Trainrp' function. 

With referring the Figure 8.5 results the average training errors for a single hidden 

layer is converging around 0.07. Further training sessions was carried out to perceive 

whether any improvement can be done to the training error level with two hidden 

layers. Figure 8.6 (a) to Figure 8.6 (f) gives the training error variation with two 

hidden layers. 
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Figure 8.5 -Training Performance for the Training Function 'Trainrp' with different 
no of hidden nodes (single hidden layer and two hidden layers) 

(Original is in Color) 

With the results in Figure 8.6(a) it is seen that, when increasing the number of hidden 

nodes in the first layer from 25 to 100 the training error has decreased. But it is also 

seen that after 25 nodes in the second hidden layer the training error has tend to 

increase. Figure 8.6(b) shows the more detailed results ofFigure 8.6(a). 

But thereafter the training error levels are seen increasing with the increment of the 

number of nodes in the first layer. Therefore contrasting with the results of 8.1.1 here 

the error levels increased with the increment of nodes in the hidden layers. 
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Finally by observing the performances the optimum network architecture was 

finalized as 25, 24 nodes in first and second hidden layer respectively (Figure 8.6(b)). 
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The mm1mum average mean square error achieved was 0.0238. The network 

performance for the finalized network is shown in Figure 8.7. 
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Figure 8.8 shows the training and testing error variation with the varying number of 

nodes of a single hidden layer. Though the training error reduces and converge, the 

test set error starts increasing after about 50 nodes. However the training and testing 

error are high comparing to the previous training results. Therefore the training was 

preceded with two hidden layers. 

Figure 8.9 (a) and (b) are the training performance of the network with two layers with 

different no of hidden node combinations. Figure 8.6(a) shows that the training error 

levels have decreased when increasing the number of hidden nodes in the first layer. 

Also the error levels has converged around 250 nodes in the second hidden layer. 

Then proceeding further by increasing the number of hidden nodes the results given in 

Figure 8.6 (b) shows that error levels has started increasing with the increment in the 

number of both first and second layer hidden nodes. Therefore training was terminated 

and the referring Figure 8.6(a) the finalized network architecture was decided on the 

minimum training error of0.014, at 100 and 260 hidden neurons for first hidden layer 

and second hidden layer respectively. The network performance for the finalized 

network is shown in Figure 8.1 0. 
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8.2 Simulation Results and Performance of the One dimensional Inversion 

8.2.1 Curve Identification Network 

To evaluate the Network performance on classification of the curve type the trained 

network with a two hidden layers with 85 and 165 hidden nodes in first and second 

hidden layers respectively, using the Resilient Backpropagation is used. 

12 test data points with 2 for each curve type are used from the 150 example test data 

set for the performance evaluation. The One dimensional parameters of the test 

samples are given in Table 8.1. p 1 , p2 and p3 are resistivity values of the first, 

second and the third layer while h, , h2 and ~ are the heights of the first, second and 

third layer respectively. The network performance on the same test samples is 

evaluated with adding random noise . 

Sample Earth Parameters 
Number PI Pz p3 h, h2 ~ 
Sample 01 25 630 - 6 00 -
Sample 02 560 950 - 9.2 00 -
Sample 03 300 100 - 1 00 -
Sample 04 750 250 - 3 00 -
Sample 05 110 500 900 2 5 00 

Sample 06 275 575 825 8.5 1 00 

Sample 07 560 100 800 5 2 00 

Sample 08 482 25 850 3 4 00 

Sample 09 150 400 75 3 5.4 00 

Sample 10 150 400 75 7 15 00 

Sample 11 625 400 150 2.5 4.1 00 

Sample 12 975 450 100 2.5 18 00 

Table 8.1 - One dimensional parameters of the test sets 
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8.2.1.2. Two layer curve Type 2 
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8.2.1.4. Three layer curve Type H 
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8.2.1.5. Three layer curve Type K 
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8.2.1.6. Three layer curve Type Q 
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8.2.2 Two Layer Parameter Determination Network 

To evaluate the Network performance on determining two-layer parameter the trained 

network with two hidden layers with 25 and 24 hidden nodes using the Resilient 

Backpropagation is used. 

Two of the above test data points (sample 01 and sample 03) for each curve type are 

used from the 150 example test data set for the performance evaluation. The network 

performance on the same test samples is evaluated with adding random noise. 

8.2.2.1 Two Layer Curve Typel 

The simulated and actual parameter values for sample 01 are presented below in Table 

8.2 and on log log scale (Figure 8.23) with the actual parameters (in blue) and Neural 

Network output parameters (in red). 
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Figure 8.23 -Desired outputs and network outputs for sample 01 
(a) Without noise (b) with added noise (Original is in Color) 

-

Network Output 

Parameter Desired Value 
Noiseless Noisy 
Input input 

[ample 01 PJ 420 415.9854 428.2593 

I p2 700 708.7411 704.8135 

h 1.0 1.2078 1.1614 
rable 8.2- Two layer type 1 network output for samples 01 without/with noise inputs 

.2.2.2 Two Layer Curve Type2 

he simulated and actual parameter values for sample 03 are presented below in Table 

3 and on log log scale (Figure 8.24) with the actual parameters (in blue) and Neural 

etwork output parameters (in red). 

I 
Network Output 

I Parameter Desired Value 
Noiseless Noisy 
Input input 

tmple 03 p1 300 304.6482 307.8346 

p2 100 102.1155 107.3486 

h 1.0 1.0454 0.8240 
able 8.3 - Two layer type 2 network output for samples 03 without/with noise inputs 
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8.2.3 Three Layer Parameter Determination Network 

evaluate the Network performance on determining three-layer parameter the 

network with two hidden layers with 100 and 260 hidden nodes using the 
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Resilient Backpropagation is used. The samples 05,07,09 and 11 are chosen from for 

each curve type A,H,K and Q respectively used from the 150 example test data set for 

the performance evaluation. 

8.2.3.1 Three Layer curve Type A 

The simulated and actual parameter values for sample 05 is presented below in Table 

8.4 on log log scale (Figure 8.25) with the actual parameters (in blue) and Neural 

Network output parameters (in red). 

Network Output 

Parameter Desired Value 
Noiseless Noisy 

Input Input 

PI 110 111.43 104.56 

p 2 500 496.98 513.29 

Sample 05 l p3 900 905.07 908.73 

~ 2 1.88 2.1 

h2 5 5.21 4.7 

Table 8.4 - Three layer type A network output for samples 05 
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8.2.3.2 Three Layer curve Type H 

The simulated and actual parameter values for sample 07 is presented below in Table 

8.5 and on log log scale (Figure 8.26) with the actual parameters (in blue) and Neural 

etwork output parameters (in red). 

Parameter I Desired Value Network 
Noiseless Noisy 

t Inl 

pl 560 562.50 566.67 

p2 100 103.27 99.98 

Sample 07 I P3 800 812.04 797.88 

~ 5 5.13 5.4 

h2 2 2.01 1.87 

Table 8.5- Three layer type H network output for samples 07 
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&.2.3.3 Three Layer curve Type K 

simulated and actual parameter values for sample 09 are presented below in Table 

and on log log scale (Figure 8.27) with the actual parameters (in blue) and Neural 

output parameters (in red). 
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Parameter Desired Value Network Output 
Noiseless Noisy 

Input Input 

PI 150 152.33 158.00 

p2 400 398.07 405.74 

Sample 09 P3 75 75.70 77.34 

~ 3 2.8 3.32 

h2 5.4 5.28 5.75 

Table 8.6 - Three layer type K network output for samples 09 

8.2.3. Three Layer curve Type Q 

The simulated and actual parameter values for sample 11 is presented below in Table 

8.7 and on log log scale (Figure 8.28) with the actual parameters (in blue) and Neural 

Network output parameters (in red). 
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Figure 8.28 -Desired outputs and network outputs for sample 11 
(a) Without noise (b) with added noise (Original is in Color) 

Parameter Desired Value Network Output 
Noiseless Noisy 

Input Input 

PI 625 631 .26 623.33 

p2 400 402.04 411.50 

Sample 11 I P3 150 149.0 152.54 

~ 2.5 2.43 2.36 

h2 4.1 3.8 

Table 8. 7 - Three layer type Q network output for samples 11 
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8.2.4 Network Performance for the Field Data 

The playground of University of Moratuwa was selected as the field data acquisition 

site. The field data was collected with a Wenner array using the Fluke 1623 

Earth/Ground Tester (Figure 8.29). Data was acquired in two perpendicular directions 

and the averaged value was used for simulations. Figure 8.30 shows the field 

arrangement used in the survey. 

Figure 8.29- Fluke tester used for data acquisition 

Figure 8.30- (a) Spike connection to earth (b) changing array spacing along the field 
line (Original is in Color) 

The Field data is given in Table 8.8. Apparent resistivity for the measured Resistance 

is calculated using the equation (2.38). The Field data is plotted on log log scale 

(Figure 8.31 ). 
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Electrode 
Measured Apparent Measured Apparent Average 

Spacing 
Resistance Resisitivity Resistance Resisitivity Apparent 

(Direction 1) (Direction 1) (Direction 2) (Direction 2) Resistivity 
(m) 

(Q) (Qm) (Q) (Qm) (Qm) 
0.5 149.60 469.98 136.00 427.26 448.62 

I 1.0 115.50 725.71 76.90 483.18 604.44 
I 1.5 92.10 868.02 73.30 690.84 779.43 
I 2.0 62.20 781.63 60.20 756.50 769.06 

2.5 42.50 667.59 46.10 724.14 695.86 
3.0 30.60 576.80 36.30 684.24 630.52 
3.5 24.70 543.18 27.20 598.16 570.67 
4.0 21.20 532.82 21.20 532.82 532.82 
4.5 18.21 514.88 16.86 476.71 495.79 
5.0 16.21 509.25 14.39 452.08 480.66 

I 5.5 14.17 489.68 12.53 433.01 461.34 
I 6.0 12.07 455.03 10.77 406.02 430.52 

6.5 10.70 437.00 9.39 383.50 410.25 
7.0 10.00 439.82 8.36 367.69 403.76 

I 

7.5 9.70 457.10 7.55 355.79 406.44 I 
I 8.0 8.85 444.85 6.23 313.15 379.00 

I 8.5 7.66 409.10 6.20 331.12 370.11 
I 9.0 6.88 389.06 5.69 321.76 355.41 

9.5 6.47 386.20 5.23 312.18 349.19 
10.0 6.00 376.99 4.81 302.22 339.61 
10.5 5.53 364.83 4.45 293.58 329.21 
11.0 5.14 355.25 4.15 286.83 321.04 
11.5 4.90 354.06 3.89 281.08 317.57 
12.0 4.48 337.78 3.67 276.71 307.25 
12.5 4.40 345.58 3.45 270.96 308.27 
13.0 4.20 343.06 3.19 260.56 301.81 
13.5 3.91 331.66 2.97 251.92 291.79 
14.0 3.71 326.35 2.75 241.90 284.13 
14.5 3.53 321.61 2.54 231.41 276.51 
15.0 3.39 319.50 2.36 222.43 270.96 
15.5 3.20 311.65 2.20 214.26 262.95 
16.0 3.04 305.61 2.10 211.12 258.37 
16.5 2.91 301.69 2.00 207.35 254.52 
17.0 2.74 292.67 1.87 199.74 246.21 
17.5 2.59 284.79 1.79 196.82 240.80 
18.0 2.48 280.48 1.73 195.66 238.07 
18.5 2.40 278.97 1.64 190.63 234.80 
19.0 2.40 286.51 1.54 183.85 235.18 
19.5 2.12 259.75 1.45 177.66 218.70 
20.0 1.98 248.81 1.39 174.67 211.74 

Table 8.8 -Field data and calculated averaged apparent resistivity values. 
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The average resisitivity measurements were then input to the neural network trained 

for curve identification. The results obtained are given in Figure 8.32; the network 

output classified the field data as a three layer type H with a 76.77% probability. Then 

to determine on the One dimensional parameters the same average resistivity values 

were input to the trained Three layer parameter estimating network, where the network 

output gave the following layer parameters given in Table 8.9. 

In order to validate the network performance next step was to compare the theoretical 

and measured electrode resistance of an electrode buried in the point where the 

apparent resistivity measurements were taken. For this a 4.6 feet, 2 inch diameter GI 

pipe was buried and the earth resistance of the electrode was measured with the same 

Earth/Ground tester. The electrode arrangement was set up similar as shown in Figure 

5.11. The electrode spacing between X andY is set to 20.0m's, this was selected as to 

avoid the overlap of resistance areas. The electrode resistance measured is given in 

Table 8.10. 
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Figure 8.32- Curve Identification network output for field data 

Parameter Network Output 
First Layer Resistivity P1 

800.45 D.m 

Second Layer Resistivity P2 593.05D.m 

Bottom Layer Resistivity P3 
897.87D.m 

First Layer height ~ 
5.71 m 

Second Layer height hz 
20.75 m 

Table 8.9 -Earth parameters determined by the trained neural network 

Electrode Spacing between X 
Electrode Resistance (D.) 

and Z (m) 
8 452.01 
10 452.01 
12 452.02 

Table 8.10- Measured Electrode Resistance 

Therefore the Electrode Resistance value was measured as 452.01 Q. Now using the 

theoretical equations in sections 5. 7.1 and 5. 7.2 the electrode resistance was calculated 

for the buried GI pipe using the parameters given in Table 8.9. The Mathematica 5.0 

software was used for the electrode resistance calculations. The Mathematica codes 
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are given in Appendix I. Though it's a three layer predicted medium the electrode 

length ( ~ 1.4m) is less than the First layer height (5. 71 m ). Therefore the equation 

(5.25) was used for the calculations since the current source is now only in the first 

layer. Therefore the final equation used in the calculation is, 

Substituting N=2, 

PI "' -AI V, - I I fe + k e -V.h2 AI 

~-2nl o 1-k:e-v.h, e Jo(..1.x)d..1. (8 .1) 

R= ~(a) 
I I 

(8.2) 

P 
"' -AI R- I fe + k e -v.h2 AI 

-2nl 
0 

1-k
1
e-2-<h, e 10 (..1.x)d..1. 

I 

(8.3) 

The calculated Electrode resistance was 424.421 Q. 
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8.3 Neural Network Model Optimization Results for Two Dimensional Inversion 

8.3.1 Two Dimensional CASE 1 
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Figure 8.33 -Training Performance for the Training Function 'Trainrp' with different 
no of hidden nodes (single hidden layer)-2D CASE 1 

Figure 8.33 shows the training performance of the Resilient Back propagation 

algorithm with Single hidden layer. The Mean square error is calculated with the 

average performance on 15 networks with different initializations. With the above 

results it is seen that the minimum error of 0.56 is achieved with 575 single hidden 

layer nodes of the network In order to seek for the ability of the network to achieve a 

much satisfactory error level secondly several training sessions are carried out with 

two hidden layers. 

The training sessions with two layers was initiated with 200 nodes in the first layer. 

From Figure 8.34(a) it is seen that no considerable reduction of the error level is taken 

place while the nodes in the first layer are increased to 275 in 25 steps. But proceeding 

with 50 steps in nodes Figure 8.34(b) shows that the error levels have reduced 

satisfactorily. Further proceeding, the results shown in Figure 8.34(c) shows that after 

500 nodes in the first hidden layer the error levels converge around 0.006. 

Since an acceptable low error level is achieved training was terminated and the 

network was finalized, with two hidden layers the lowest average training error nearly 

162 



equal to 0.002 is achieved at 500 ,700 hidden nodes for the first hidden layer and 

second hidden layer respectively. The network performance for the finalized network 

is shown in Figure 8.35. The training, validation and test error variation (on unseen 

data) is shown. 
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Figure 8.34- Training Performance of two hidden layer network for 2D CASE 1. 
hl: number of nodes in the first hidden layer 

(Original is in Color) 

Performance is 0 .00180552, Goal is 0 

10° 

-o 
Q) 

0:: 

10 
Q) 

1- -1 
c 10 
Q) 
Q) 

0 
C: 
0 

-~ 

:-g 

~ 
Q) 

:J 

iii 
0, 
c 
c: 
"§ 
1-

10·3 
0 20 40 60 80 100 120 

135 Epochs 

Figure 8.35 -Training, validation and Test performance of the 
finalized Network-2D CASE 1 

(Original is in Color) 

164 



8.3.2 CASE 2 Network Optimizing 
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Figure 8.36- Training Performance for the Training Function 'Trainrp' with different 
no of hidden nodes (single hidden layer)- 2D CASE 2 

The Resilient backpropagation is used for the training and Figure 8.36 shows the 

Single hidden layer performance of the network. The minimum error of 0.5 is 

achieved at 225 hidden nodes. 
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Figure 8.37- Training Performance of two hidden layer network for 2D CASE 2 
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Figure 8.38-Training, validation and Test performance of the 
finalized Network-2D CASE 2 (Original is in Color) 

For the 2D case 2, the training performance for two hidden layers with variable no of 

hidden nodes is shown in Figure 8.37. Training was preceded from 200 hidden nodes 

for the first hidden layer. First the training error levels tend to decrease with the 
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number of nodes in the first hidden layer and converged as the number of nodes in the 

second hidden layer increased (Figure 8.37(a)). But when the number of hidden nodes 

exceeded 325 in the first layer the training error levels are seen increasing, however 

converging when the number of second hidden layer nodes increases. From Figure 

8.37(b), the minimum average training error is achieved with 325,800 nodes for first 

and second hidden layers respectively. Since the errors are within acceptable low 

values this architecture for 2D case 2 is finalized with two hidden layers. The network 

performance for the finalized network is shown in Figure 8.38. 

8.3.3 CASE 3 Network Optimizing 
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Figure 8.39- Training Performance for the Training Function 'Trainrp' with different 
no of hidden nodes (single hidden layer)- 2D CASE 3 

Similarly as in the previous cases the training was preceded with single hidden layer 

and two hidden layers preliminary. The single layer average minimum error of 0.381 

was achieved at 300 hidden nodes (Figure 8.39). Figure 8.40 gives the two hidden 

layer training performance. The number of nodes in the first hidden layer was 

increased from 200 to 375 in 25 steps. The error initially reduced with the increasing 

number of hidden nodes in the second hidden layer and secondly converged. However 

the converging error levels were approximately equal to 0.04 irrespective of the 

number of nodes in the first hidden layer. Therefore training with two layers was 

terminated. The minimum average error in this case was 0.0198 at 250 and 700 nodes 

in the first and the second hidden layers respectively. 
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Figure 8.40- Training Performance of two hidden layer network for 2D CASE 3 

(Original is in Color) 

In order to evaluate the error performance with an additional hidden layer, a third 

layer was introduced. Referring Figure 8.41(a) to Figure 8.41(c) it is evident that the 

average training error levels tend to reduce with the increasing number of hidden 

nodes in both the first and the second hidden layers. However the error level variation 

for a fixed first and second layer combination decreases preliminary and then starts 
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increasing giving an optimum point. But it is observed that these minimum average 

error values are still higher compared to the two layer performance, which is 0.064 

being the minimum. Therefore further training was halted. 
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Figure 8.41- Training Performance of three hidden layer network for 2D CASE 3 

(Original is in Color) 

Figure 8.42 gives the training, validation and test performance of the finalized 

network with 250 and 700 nodes in the respective first and second hidden layers. 
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Figure 8.42- Training, validation and Test performance of the finalized 
Network-2D CASE 3 (Original is in Color) 

8.4 Simulation Results and Performance of the Two dimensional Inversion 

In testing an inversion method using synthetic data, the quality of the inversion model 

can be gauged against the known true subsurface model. Following are the simulation 
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outputs of the optimized and trained Neural Networks for theoretical inputs, which 

were unseen by the networks in their training phases. In order to evaluate how strong 

the networks will predict for the field data, different percentages of White Gaussian 

~oise is added to the theoretically generated field data. 

8.4.1 Two dimensional CASEl 

To evaluate the Network performance on inversion of field data for the detection of an 

embedded 100 Om anomalous body in a 1000 Om homogeneous medium the trained 

network with two hidden layers with hidden nodes using the Resilient 

Backpropagation is used. 1 0 test data with different mesh assignments (different sizes, 

shapes and positions of the anomalous body) with different noise levels is tested with 

the finalized network. The network performance and the commercial software 

inversion results for the same test samples is evaluated and compared below. 

The trained network will output the resistivity values of the 385 blocks. One such 

example output for test grid 1 (Figure 8.43(a)) is given in the Appendix J. Although 

there are changes in the individual cell values they are not clearly visualized with the 

color variation in the Matlab' s cell based output. This is due to manner of color 

distribution in the color bar. Therefore with a separate Matlab routine a smoothed 

output was generated (Figure 8.43( d) and Figure 8.44( d)). 
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(c) Block based inversion from the neural network output for 1.8% noise 
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(b) The smooth inversion output of the commercial program 

(c) Block based inversion from the neural network output for 0.5% noise 
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Figure 8.52- (a) Test grid 10 
(b) The smooth inversion output ofthe commercial program 
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(c) Block based inversion from the neural network output for 0% noise 
(Original is in Color) 

8.4.2 Two Dimensional CASE 2 

To evaluate the Network performance on detection of an anomalous body with 

unknown resistivity embedded in a homogeneous medium with unknown resistivity 

the trained network with a two hidden layers with 325,800 hidden nodes in the 

respective hidden layers using the Resilient Backpropagation is used. 12 test data 

points are tested with the finalized network and the results are compared with the 

commercial software outputs. 
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(c) Block based inversion from the neural network output for 1% noise 
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(b) The smooth inversion output of the commercial program 
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(b) The smooth inversion output of the commercial program 

(c) Block based inversion from the neural network output for 2% noise 
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Figure 8.57 - (a) Test grid 5 
(b) The smooth inversion output ofthe commercial program 

(c) Block based inversion from the neural network output for 0.5% noise 
(Original is in Color) 
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Figure 8.58 -(a) Test grid 6 
(b) The smooth inversion output of the commercial program 

(c) Block based inversion from the neural network output for 1.8% noise 
(Original is in Color) 
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Figure 8.59- (a) Test grid 7 
(b) The smooth inversion output of the commercial program 

(c) block based inversion from the neural network output for 1% noise 
(Original is in Color) 
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Figure 8.60- (a) Test grid 8 
(b) The smooth inversion output of the commercial program 

(c) block based inversion from the neural network output for 0.75% noise 
(Original is in Color) 
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Figure 8.61 -(a) Test grid 9 
(b) The smooth inversion output ofthe commercial program 

(c) Block based inversion from the neural network output for 1.5% noise 
(Original is in Color) 
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11. Homogeneous medium resistivity 200 Qm , Anomalous body with a resistivity 
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Figure 8.63- (a) Test grid 11 
(b) The smooth inversion output ofthe commercial program 
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(c) Block based inversion from the neural network output for 0.5% noise 
(Original is in Color) 

12. Homogeneous medium resistivity 450 O.m, Anomalous body resistivity 2750, 
with 0.5m electrode spacing. 
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Figure 8.64- (a) Test grid 12 
(b) The smooth inversion output of the commercial program 

(c) Block based inversion from the neural network output for 1% noise 
(Original is in Color) 
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8.4.3 Two Dimensional CASE 3 

To evaluate the Network performance on detection of an anomalous body with 

unknown resistivity embedded in a three layer medium with undetermined parameters 

the trained network with a two hidden layers with 250,700 hidden nodes in the hidden 

layers. 6 test grids are tested with the finalized network and the results are compared 

with the commercial software outputs. 
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(b) The smooth inversion output of the commercial program 

(c) Block based inversion from the neural network output for 1.5% noise 
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8.5 Neural Network Model Optimization Results for Three Dimensional 

Inversion 

Similarly as the two dimensional case the 'Trainrp' function i.e. the resilient 

backpropagation algorithm (RPROP) of the MATLAB7s' Neural Network tool Box is 

used for the three dimensional resistivity data inversion too. 

Model Optimization i.e. selection of Hidden layers and hidden nodes was done with 

evaluating the Training and Testing Errors. 

In the present study since data is synthetically generated a large example database is 

available. Therefore in order to improve generalization or to avoid overtraining Early 

stopping with a Hold out cross validation is used_ 

First looking at Figure 8.71, that is the training error variation with varying number of 

single layer hidden nodes, it is seen that the training error converges around an 

average error Of 0.6 after 225 single layer hidden nodes. Since this error level is not 

satisfactory training was preceded with two hidden layers. 

Referring Figure 8. 72, it is seen that though the number of first hidden layer nodes are 

increased the average training error preliminary reduces and finally converges with the 

increasing number of nodes in the second hidden layer. However the converging error 

level is kept nearly constant at 0.07. So two layer training was terminated at that point. 
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Figure 8.73- Training Performance of three hidden layer network for 3D Case study 

(Original is in Color) 

Further to investigate the effect with three layers several training sessions were carried 

out. The results presented in Figure 8.73 shows that there is no considerable effect on 

the average error levels. Therefore referring Figure 8.72(a) since the two layer error 

levels converge around 850 nodes in the second hidden layer, the network was 

finalized with 200,850 numbers of nodes for first and second hidden layers 
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respectively. The network performance for the finalized network is shown in Figure 

8.74. 
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Figure 8.74- Training, validation and Test performance of the finalized Network-3D 
case study 
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8.6 Simulation Results and Performance of the Three dimensional Inversion 

To evaluate the neural network performance on detection of an anomalous body with 

unknown resistivity embedded in a two layer medium with undetermined parameters 

the trained network with a two hidden layers with 350,700 hidden nodes in the hidden 

layers. 3 test three dimensional scenarios are tested with the finalized network and the 

results are compared with the commercial software. The commercial software used for 

the inversion is RES3DINV [ 45]. 
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8.6 Simulation Results and Performance of the Three dimensional Inversion 

To evaluate the neural network performance on detection of an anomalous body with 

unknown resistivity embedded in a two layer medium with undetermined parameters 

the trained network with a two hidden layers with 350,700 hidden nodes in the hidden 

layers. 3 test three dimensional scenarios are tested with the finalized network and the 

results are compared with the commercial software. The commercial software used for 

the inversion is RES3DINV [ 45]. 
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Chapter 9 
Conclusion and Recommendations 

The intension of the study was to develop a user friendly, fast responding software 

tool with the application of artificial intelligence in order to interpret the earth 

resistivity field measurements. The problem was addressed with the neural networks 

as the inversion tool. And the study was carried out in three sections to interpret the 

soil structure One dimensionally, Two dimensionally and Three dimensionally, to give 

different details on the earth structure for the user. 

It can be concluded that f()r the one dimensional inversion the neural networks 

perfonn promisingly. The network was first evaluated with theoretically generated 

field curves with parameters unknown at the stage of training. Noise added samples 

arc used in order to evaluate the degree of predictability for field data. The 

performance of curve type identification and parameter estimation was satisfactory on 

the theoretical curves with and without noise. 

In order to verify the network perfom1ance on the field data a cross calculation of an 

earth electrode was carried out. The theoretically calculated electrode resistance was 

424.421 .Q, while the measured electrode resistance was 452.0 I .Q. Since the 

electrode resistances closely match we can conclude that the neural network has 

classified and predicted the one dimensional earth parameters adequately. But in order 

to come to a thorough conclusion this type of similar tests must be performed in 

eli fferent sites or locations. 

There is no hard and fast rule for Neural Network architecture optimization. However 

different heuristics exist to guide the user through this highly random process. Going 

back to the results obtained in Chapter 8 it is evident that a pattem cannot be 

recognized during the different training sessions. That is it can be concluded that the 

optimizations process depends heavily on the application of interest. During the study 

period I experienced many factors which effected this random training. Some are the 

contents of the database, how the database is split to obtain the training, validation and 

test sets and preprocessing of data are some factors directly affecting the training 

performance ofthe network. Table 9.1 gives the finalized network architectures. 
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I Scenario 
---· . -----------

Input Hidden Output Finalized 

Nodes Nodes Nodes network Training 

Error I 
I 

f----·· -· 

I D Curve Identification 40 85,165 6 0.02 

I D Two layer parameter 40 25,24 
,.., 

0.0197 _) 

Estimation 

ID Three layer 40 100,260 5 0.0136 

parameter Estimation 

2D CASE 1 495 500,700 385 0.0018 

2D CASE 2 495 325,800 385 0.0009 

2D CASE 3 495 250,700 385 0.009 

I 3D Case 467 200,850 252 0.0536 
i -------

Table 9.1 -Summarized Network Optimization results 

Present proposed Neural Network based inversion it is completely automatic and the 

user docs not even have to supply a starting model. The data inversion takes less than 

a minute with an optimized well-trained network. 

The two dimensional and three dimensional studies arc carried out on theoretical 

validation ofthe network perfonnance. Noise is added to the synthetic models in order 

to resemble field data pattems. The closeness of the network output to the initial 

model is used to evaluate the neural network capability of inversion in the two 

dimensional and three dimensional cases. With the neural Network approach we 

cannot get smooth inversion result for the sub surface structure. However the block 

inversion or the cell based inversion gave satisfactory results when comparing with 

the commercial software's inversion results for the test data sets. In both the cases the 

anomaly is detected. 

Referring the two dimensional outputs, it is seen that when the shapes of the 

anomalous bodies in the test sets resemble the body shapes presented in training data 

the network output gave exact matches. In some cases the arbitrary complex shapes of 

the structures are approximated to shapes that are seen by the network earlier. 
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... 

However with the above results it is evident that a Neural Network inversion with 

sharp boundaries (block based) gives comparably acceptable results. 

In two dimensional CASE I and CASE 2 the network performance on unseen data 

\\"as superior. This can be due to very low training error levels obtained with the 

optimum architectures. In the CASE 3 a three layer medium was considered. Here the 

neural netv,·ork output does not clearly show the sharp layer boundaries. However the 

results interpret a close resemblance to the initial synthetic model. 

The three dimensional study considered a two layer medium with an anomaly. Here 

the network performance was not as satisfactory as the one dimensional or the two 

dimensional cases. Nevertheless the output, though does not give an exact match 

detect the anomaly, and layer separation is also visible. This could be due to the 

training error of the optimized network architecture. Referring Table 9.1 it can be seen 

that the highest training error for the finalized network was obtained for the three 

dimensional study. 

Certain limitations and diHiculties aroused during the study, which these factors 

affected boundaries on the work to be carried out. For instance, the two dimensional 

study was done with a 56 multi electrode array and the three dimensional study was 

done with a 7 by 7 electrode f:,'Tid. No variation could be done to these electrode 

arrangements since the commercial software· s used tor the database generation did 

not facilitate these options. Many software's are available for the 20 and 30 

resistivity inversion problems. But most of such available software is distributed as 

demo versions only. These demo versions have limited access capabilities, for 

instance disabling the result saving options and limitations on electrode array 

modifications. So some extra time was spent on finding suitable software and with it 

several trial and error test runs were done to verify the usability and detcnnining the 

result saving formats. 

Also very long hours of training were spent on the optimization training processes. 

And I had to limit the model resolutions since it would cause more burdens on the 

training session time and even the total processing speed of the computer was 

observed diminishing. 
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Fw1hcr work is therefore desirable on harnessing the capabilities of the neural 

networks as a resistivity inversion tool. This can be done with varying the electrode 

grid sizes and model resolution. For this one would need good software tor the 

forward solution generation that is the generation of the database. 

If we consider the two dimensional study with 56 multi electrodes, if an automatic 

data acquisition unit is not available one would not be able to easily acquire 495 data 

points with a single electrode movement. In such a case data acquired at only some 

points also should let the user generate a 20 or 3D structure with ceriain accuracy. But 

with a neural network structure with a fixed number of inputs this cannot be achieved. 

Therefore studies with dynamic neural network models arc proposed to be carried out 

with unsupervised learning. 
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Appendix A 

Potentials in Homogeneous media 

The basic building block of the resistivity method is the potential build up in the earth 

due to a point electrode. To evaluate this. consider a continuous current (de or IO\v 

frequency ac) flowing in an isotropic homogeneous medium from a point source on 

the surface of a half-space. 

If 31 is an element of surface and J the current density in amperes per meters, then 

the current passing through 5A is J.bA . 

The current density J and the Electric field E are related through Ohm's law. 

.! = CJE (A.l) 

\\'here E is in VIm and CJ is the conductivity of the medium in S I m . 

The electric field is the gradient of a scalar potential 

E = -'VV (A.2) 

ry"',.,.. 
·~p 

(:
~,~~· ·~ 
'ft::..)l •;: -. >:.._·~ . :: ~. , ·-r~.fl~. · . , ?~. 
~: Q.··. ~,·· 
\~"., (A.3) ·; . 

Thus we have, 

'•, ' ~~~ -tf 
· oTh~ ~~·c· · ~~ 

J = -CJ'VV 

Divergence of current density is equivalent to the rate of accumulation of charge 

density Q which is also referred as the equation of continuity, 

'V.J =- 5Q 
8t 

(A.4) 

In regions of finite conductivity, charges do not accumulate to any extent during 

current flow, hence Q = 0 so that 'V.J = 0 . So, 

'V.( CJ'V V) = 0 (A.5) 

'V CJ.'V V + CJ'V 2 V = 0 (A.6) 
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If C5 is constant throughout finally the Laplace's Equation is achieved 

\:'21' = 0 (A.7) 

In order to evaluate the potential build up we can write the Laplace's equation either 

in spherical coordinates or with the Cartesian coordinate system. 

Since the electric potential depends only on distance it is appropriate to write 

Laplace's equation in spherical coordinates \Vith a r dependence only. Where r is the 

distance from the electrode. 

1 a , av 
-- r-- =0 l ] r 2 cr ( or) (A.8) 

This gives the solution 

1'=-Yr+B (A.9) 

Where A and B are constants to be determined. Since potential should be zero at a 

great distance of r (i.e. r ~ oo) it is obvious that B = 0. 

Now, 

r·=-% (A.! 0) 

from (A.2) and (A.3) 

E = cV- A or - r2 = pJ (A. II) 

Since the current flows radially outwards in all the directions the total current 

I crossing a hemi-spherical surface is given by, 

I= 2nr 2 J (A.l2) 

Thus. 
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If a- is constant throughout finally the Laplace's Equation is achieved 

'V 2V = 0 (A.7) 

In order to evaluate the potential build up we can write the Laplace's equation either 

in spherical coordinates or with the Cartesian coordinate system. 

Since the electric potential depends only on distance it is appropriate to write 

Laplace· s equation in spherical coordinates with a r dependence only. Where r is the 

distance from the electrode. 

__!_[a (,.2 av)J=o 
r

2 cr ar 

This gives the solution 

V=-AI+B /r 

(A.8) 

(A.9) 

Where A and B are constants to be determined. Since potential should be zero at a 

great distance of r (i.e. r ~ oo) it is obvious that B = 0. 

Now. 

T'=-AI 
/r 

From (A.2) and (A.3) 

E = av- A ar ---;;:= pJ 

(A.l 0) 

(A.ll) 

Since the current flows radially outwards in all the directions the total current 

I crossing a hemi- spherical surface is given by. 

I= 2nr 2 J (A.l2) 

Thus. 
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A 
---,=pf Ip r- , = -

2;rn·2 

Therefore. 

A=-pl 
2n 

Hence, 

V= pi 
2nr 

(A.l3) 

(A.l4) 

(A.l5) 

Which is the voltage at a distance r from a point source of current (electrode) at the 

surface of a half-space. 
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Appendix B 

Potentials in Non-Homogeneous media 

B. I Determining the potential at a point in a non homogeneous medium 

The analogy between the electrical case and optics is based on the fact that current 

density, like light intensity, decrease with the inverse square of distance from a point 

source in a medium of resistivity p
1 

, separated by an adjacent medium p 2 by a plane 

boundary. 

In the optics the analogous case would be a point source of light in one medium 

separated from another by a semitransparent mirror having reflection and transmission 

coefficient k and k -I respectively .Then the light intensity at a point in the first 

medium is partly due to the point source and partly to its image in the second medium 

diminished by the reflection from the mirror. On the other hand the intensity at a point 

in the second medium is only due to the source in the f]est medium diminished by 

transmission through the mirror. 

So to evaluate the potential of a given point in a non homogeneous medium involving 

two mediums the following argument (Figure B.l) is used. The point source of light 

and the light intensity at a point is now replaced by a point source of current and a 

potential. Now the problem is in the electrical domain. 

Medium 1 Medium 2 

c 1 
I 

c1 
!2 

!3 

p2 

p1 

Figure B. I Optical Image arrangement to analyze the potential development 

• The potential of a point ~ is due to the current source C1 and the image of the 

current source c; effected by the reflection coefficient k of the boundary. 

Therefore the potential at ~in the first medium is, 
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v = I(), r ~ + ~ l 
I 4iT lj I~ (B. 1) 

• While the potential Po in the second medium is only due to the cunent source 

C1 effected by the transmission coefficient (1 ~ k )at the boundary. 

V" =I p2 ( I~ k 
- 4iT \ r 

' 
(B.2) 

Applying the boundary condition these potentials must be equal at the interface when 

lj = 12 = 1; .Thus, 

fl_ = I ~ k or k = Pc ~ p, 

P-c I +k P2 + p, 

Where, 

k - Reflection Coefficient and ~ 1 < k <I . 

k depends on the relative resistivities in the two media. 

B.2 Potential at a point on the surface of a half-space with horizontal beds 

(B.3) 

With this argument the potential at a point on the surface (with two layers) where the 

cunent electrode is fixed, can be shown to be affected by infinite set of images above 

and below the cunent electrode,(Figure B.2) due to three layers involved, namely air, 

medium 1 and medium 2. 
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•C 

c 
4h I I 

: 1 / I / Current Source/ 
I 2h / I 1 1 [ Flectrode 

'7nnmJ~J 1 :C~~~~.:~n~:" · l \..__/ a 

I h j --- -- - -lJpper layer P
1 

----- ----- t- --r-- --- - -- - ------- -- ---
I h 1 

4h I j c 
• 

Bottom Layer p
2 

• 

c 
• 

Fit,rure B.2 Infinite set of images due to current source C ( c·, c", c"', c'"' , .. ) 
• C - Current source 

• c·- Original image of current source C from the interface between the 

two medias at a 2h depth below C 

• c" -Image of c' from the interface between air and upper layer 2h above 

c 

• c·- Image of C from the interface between the two medias at 4h depth 

below C 

• c""- Image of C from the interface between air and upper layer 4h 

above C 

This effect of each successive image on the potential at P reduces by the reflection 

coefficient between the boundaries. 

Potential at P due to the current source C and its first image c' is, 

~ = 1 P1 [_!_ + ~) 
2Jr a 'I (B.4) 
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Where, 

k = p)- PI Reflection Coefficient at the boundary of the two layers 
p2 +PI 

The effect on potential at P due to c" is, 

v2 = I PI r k X ka l 
2H ( r 

I 

Where, 

k - Reflection coet11cient at the surface boundary. 
(] 

Since resistivity of the air is essentially infinite ka =I. 

(8.5) 

The potential due to the third image c·, 4h below the surface will further reduce, as 

will that of its image c""' 4h above the surface, 

v. + v - I PI ( k X k k X k X k l 1 4---+ a 

2H r2 r, 

= I PI ( 2k
2

] 

2H r, 
(B.6) 

Therefore the surface potential at a point on a horizontal bed is an equation with 

infinite series of the fonn, 

V = ~ + V2 + V1 + V4 + ... .. Vm + ... 

V = Ip1 {_!_+ 2k + 2k" + ..... + 2km + ..... } 
2H a r r r I 2 m 

(B.7) 

Where, 
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'i = {a" + ( 2 h) c } Yc 

~~ = {a c + ( 4 h) 2 } lj 

rn: ={cr' +(2m/z)c}Yc 

This can be written in the compact fonn, 

v = 1 PI _!_ + if ' ' c Yc 
[ 

krn ] 
27! ([ m=I {a- +(2m/z)} 

r 
o: krn I I PI 1 + 2'"' I ' Yc V = L 2m 1 -

2Jra m~I{l+( %) } (8.8) 

i.e. for two layer earth with upper medium of resistivity p
1 

and height h with bottom 

layer of resistivity p 1 and infinite depth the surface potential at a distance a from the 

current electrode is given by the equation (8.8). 
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Appendix C 

Methods of Resistivity surveys and Electrode Arrays 

C. I Types of resistivity Surveys 

There are two basic field procedures used with the resistivity surveys, Electrical 

Sounding and Electrical profiling or mapping. The survey type selection depends on 

whether one is interested in resistivity variation with depth or with lateral extent. The 

first is called V crtical Electric Sounding (YES) the second lateral prot! ling. 

C.l.l Vertical Electrical Sounding (YES) 

Since the fraction of total cunent that flows at depth varies with the cuncnt electrode 

separation [refer the big book] the t!cld procedure is to usc a fixed center with an 

expanding spread. The presence of horizontal or gently dipping beds of different 

resistivities is best detected by the expanding spread. Hence the method is applicable 

in estimation of depth to bedrock, to a water baring layer, to sand or gravel; estimating 

the thickness of a layer; estimation of the variation of resistivity with the depth and 

detennining the sequence ofhigh and low resistivity zones. 

C.l.2 Lateral Profiling 

This method is particularly useful in mineral exploration where the detection of 

isolated bodies of anomalous resistivity is required. Lateral exploration by resistivity 

measurements is best suited for 2D resistivity surveys for detection of steeply dipping 

contacts and dikes of contrasting resistivities that is locating faults or faulty zones; 

prospecting sand and gravel deposits; delineating the boundaries of and gravel 

deposits and prospecting for ore bodies. 

C.2 Electrode Arrays 

The resistivity imaging method uses standard anays developed for electrical resistivity , 

sounding and profiling techniques. A line of electrodes is placed at intervals along the 

desired profile. Four electrodes are used at one time. Two inject cunent into the 

ground and two read the electrical potential between them. The short electrdde 

intervals look at the shallow earth, and the longer intervals look more deeply. 
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C.2.1 'Venner Array 

This is the most commonly used point electrode arra) (Figure C.l ). In the wcnncr 

array the electrodes are uniformly spread in a line. Setting 'i = r
4 

=a and 

r, = r 1 = 2a in equation (2.15) the apparent resistivity of the wenncr array is, 

Pa = 2Jra i'.. 'J: 
Where, 

a- Electrode Spacing 

f\. V- voltage difference between the current electrodes 

I- Current injected by the current electrodes 

(--" 
~-----~'_/~--------------, 

i\~~;,>----
a a a 

A M N B 

Figure C.l Wenner Array Electrode arrangement 

(C. I) 

Wenner array can be used for both resistivity profiling and depth sounding. For depth 

exploration the electrodes are expanded about a fixed center increasing the spacing a 

in steps. For lateral exploration or mapping the spacing remains constant and all four 

electrodes arc moved along the line, then along another line and so on. In mapping the 

apparent resistivity for each array position is plotted against the centre of the spread. 

Therefore, in this array all four electrodes are moved making it less time efficient for 

profiling, but since the distances between the electrodes are small, mistakes are less 

likely. In the Wenner array near-surface conditions differ at all four electrodes for 

each reading, giving a rather high noise level. A very much smoother curve can be 

produced using offsetting techniques. Offsetting is achieved by setting out five equal

spaced electrodes, two readings are then taken at each expansion and averaging of the 

two produces a curve in which local effects are suppressed, while differencing 

provides estimates of the significance of those effects. 
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Because the signal-contribution contours for the Wenner array at depth are slightly 

flatter than those of the Schlumbergcr array we will often usc W cnner array f(Jr 

locating flat laying interfaces. 

C.2.2 Schlumbcrgcr Array 

In this array the current electrodes arc spaced much further apmi than the potential 

electrodes (Figure C.2). Here 'i = r~ = L -I and r2 = r, = L +I and equation (2.15) 

gJVCS, 

Pu = ~ (!} -/2 )t1r;; 

Where, 

L- Spacing between the current electrodes (A%) 
1- Spacing between the current electrodes ( Mlji) 
1'1 V- voltage diflerencc between the cunent electrodes 

I- Current injected by the current electrodes 

(C.2) 

Or with altemate symbols frequently found in literature i.e. using A, B, M and N for 

C1 , C2 , I~ and ~ equation (C.2) can be re-written as, 

Pa = 4~N ( AB
2

- MN
2 )!1~ (C.3) 

A M L N B 

Figure C.2 Schlumberger Array Electrode Arrangement 
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l11 \ ertical sounding the potential electrodes remain fixed vvhilc the current electrode 

spacmg IS expanded symmetrically about the centre of the spread. E\·en though 

p,ntability is less important in resistivity depth sounding than in profiling the 

Schlumbcrger array will be used \\ere appropriate because of speed and convenience. 

HO\\e\cr for large values of L it is necessary to increase I in order to maintain a 

measurable potential. 

Site selection is exttcmely important with the Shlumbcrger array because it is 

sensitin: to conditions around the closely-spaced inner electrodes. Therefore. locations 

\\here the upper layer is very inhomogeneous may not be suitable for the 

Schlumberger array and the offset Wenner array will be used. 

C.2.3 Pole-Pole array 

In the Pole-Pole array one of the current electrodes and one of the potential electrodes 

are placed so L1r away that they can be considered at infinity (Figure C.3). Setting 

~~ = r; = ~~ = -y:. and lj =a in equation (2.15) the apparent resistivity of the Pole-Pole 

~I!Tay IS. 

!' .. = 2,7(/ ~ 1;;; (C.4) 

\\'here. 

u- Electrode Spacing between the first current and first Potential electrode 

~~·- \Oitage difference between the current electrodes 

I Current injected by the current electrodes 

J: ----

d 
V --X 

L a 

;\ M 

Figure C.3 Pole-pole Array Electrode Arrangement 

This array can actually be achieved for surveys of small overall dimension when it is 

possible to put the distant electrodes some practical distance away. For a survey in an 

~1rca of a Ce\\ square meters "infinity'' can be on the order of a hundred meters. 

" "' ,... ''l •. , 
t..J ~, .... • U • I 
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C.2..t Pole-dipole Array 

In this array type only one ofthe current electrodes is placed at "infinity" (Figure C.4). 

Setting 1; =h, 1~ =u+h and r, =1~ =cr: in equation (2.15) the apparent resistiYity of 

the Pole-dipole array is. 

, h(h+u)6.l.l 
/ ) = _,7 /1 .. (/ (C.5) 

\\'here, 

u- Electrode Spacing between the Potential electrodes 

h- Electrode Spacing between the first current and the first Potential electrode 

jy- Voltage difference between the current electrodes 

I Current injected by the current electrodes 

y ----
-- v --

, ... na orb .., ... a 

-! 
;\ M N 

(a) 

Pl P2 
na L:J 

Cl 

1" 
(b) 

P2 Pl Cl 
I a / .. u na 

1 
(c) 

Figure CA Pole-dipole Array Electrode Arrangement 

(a) "forward" direction, (b) \Vith a larger spacing between the potential electrodes 
And (c) in the "reverse'' direction. 
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This array is used frequently in resistivity surveying and the spacing are usuallv 

described. and taken. in integer multiples of the voltage electrode spacingh. The 

standard nomenclature is to call the potential electrode spacing u so the apparent 

resistivitv become. 

l)i = 2;7i/17(17 + 1) :':-.1/j (C.6) 

\\"hetJ used in two dimensional resistivity surveys. this array is an attractive alternative 

to the pole-pole array for surveys with medium and large survey grids ( 12 by 12 and 

ahem.:). It has a better resolving power than the pole-pole array, and is less susceptible 

to telluric noise since both potential electrodes are kept within the survey grid. 

(·om pared to the dipole-dipole array. it has significantly stronger signal strength. 

l nlike other common arrays. it is an asymmetrical array. Over symmetrical structures 

the apparent resisti\ ity anomalies are also asymmetrical. In some situations. the 

asymmetry in the measured apparent resistivity values could influence the model 

nhtained after in\crsi'Jn. One method to eliminate the effect of this asymmetry is to 

repeat the measurements with the electrodes arranged in the reverse manner (Figure 

C....J.(c)). By· combining the measurements \\·ith the "forward" and "reverse" pole

dipole arrays. any bias in the model due to the asymmetrical nature of this array would 

he remm ed. 

The \ oltage measure ~1etween the potential electrodes decreases with the square of the 

II l~lctor. For large \ alues or the 17 nlctor, the signal to noise ratio might become too 

small for a reliable measurement to be made. To increase the signal strength, the 

dtstance bet\\ een the P 1 and P2 electrodes is increased (Figure C.4 (b)). One possible 

licld technique is to make all the possible measurements with the Pl-P2 spacing 

L'quals to la (i.e. the unit electrode spacing), follO\ved by measurements with Pl-P2 

spacing equals to 2a. This will increase the data density. In some cases, particularly in 

noisy areas. has been found by having such redundant measurements improves the 

resolution ofthe resulting inversion model. 
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C.2.5 Dipole-dipole Array 

In the dipole-dipole array (Figure C.5) the current and voltage spacing is the same and 

the spacing between them is an integer multiple. This sets lj = ~~ = a(n +I), ~~ = nu and 

r = u( n + 2) in equation (2.15) and the apparent resistivity of the Dipole-dipole array 

IS. 

I 1,. = ;7({11( II+ I)( II+ 2) L'dij 

v 

!-----
a 

-¥-
b _, .. a _, 

A B M N 

(a) 

Cl C2 Pl P2 

1 2" l" na 'l 2a l 
(b) 

Figure C.S (a) The arrangement of the electrodes for the dipole-dipole array. 

(b) The use or;.: larger spacing between the Cl-C2 (and Pl-P2) electrodes 

to increase the signal strength. 

(C.7) 

This array is mainly used in IP work where induction ctTects must be avoided at all 

costs: howewr it is also ctTective in resistivity profiling. The dipole-dipole array is 

logistically the most convenient in the field, especially for large spacing. lt uses tour 

mm ing electrodes anLl is therefore less desirable also the observed voltages tend to be 

rather small. All the other arrays require significant lengths of wire to connect the 

p(l\\er supply and voltmeter to their respecti\'e electrodes and these wires must be 

111m cd ror e\ cry change in spacing as the array is either expanded for a sounding or 

n10\ ed along a line . 

. ·\!though theoretically possible the dipole-dipole array will not be used tor resistivity 

Lkpth sounding. When used in t\\O dimensional resistivity studies, this array can 1s 

"1/! 



rccnmmcnded only Cor grids that arc larger than 12 by 12 due to the poorer horizontal 

data nwcrage at the sides. 

This array has the advantage or very good horizontal resolution, but its mam 

disachantage is its rclati\ely low signal strength. The voltage measured by the P1-P2 

pdir is im crsely proportional to the cube of the 11 f~tetor. Normally, the maximum 

\~due for the II f~lctor is (J. To get a deeper depth or penetration. the spacing between 

the C1-C2 (and P1-P2) pair is increased. One method to reduce the effect ornoise is to 

make redundant measurements using eli ffercnt combinations of the 11 factor and the 11 

Sj)~lCII1g. 
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Appendix D 

Matlab Programs for the synthetic data generation of 
two layers and three layers 

I. This is the main program that calculates 300 training samples for training for the 

l\\ o layer case and save them.This calls the function 'mytest' with the layer 

parameters as inputs to generate the apparent resistivity curves. Variables pI and 

p2 are the upper layer and bottom layer resistivities respectively. Parameter 'h' 

gives the \·a]ues of upper layer height selected for the data generation. 

function I resistiYitydata,target J= calc resisitiYity() 

pI=[ I 0 98 175 325 4 75 545 725 840 100 220 420 50 935 620 250J; 

p2=c[1000 300 520 600 500 650 1000 1000 400 WO 750 250 1000 700 500J; 

h=[ 1 2.5 5 3 7.5 -+.25 6 8.3 9.2 1 OJ; 

i=l: 

[ul \ IJ=size(h); 
[ u2 \ 2J=sizc( pI); 
m=3()()~ 

IF·W: 
resisti\ itydata2=zeros(m,n); 
target2=zeros( m,6 ); 
k=l; 
\\hilc i<=\2 

j=1; 
\\hi1e j<=\ 1 

x=p 1 (i); 
y=p2(i); 
z=h(j ); 
[distance ITS\ a!J=mytest(x,y,z); 
resisti \ itydata2(k,: )=resval; 
targct2(k,:)=[l 0 0 0 0 OJ; 
j=j~ I: 
k=k+1; 

end 
i=i+I; 

end 

p1=[300 450 1000 220 500 650 900 725 1000 850 600 700 500 350 10001 
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p2=[250 I 00 I 00 20 350 400 300 500 200 400 300 100 175 200 300J 

h-I I 2.5 5 3 7.5 4.25 6 8.3 9.2 I OJ; 

l ·.J; 

[ul \1j=size(h); 
[u2 \2J=si,;:e(pi); 
\\hi lc i<=v2 

j~l; 

'' hile j<~, I 
:\ ~p 1 (i ); 
y=p2(i); 
z=h(j); 
[Jistance J-csval]=mytest(x,y,z); 
resi sti vi tydata2(k,: )=res val; 
targct2(k,:)=[O 1 0 0 0 OJ 

j=j+ I; 
k=k+l; 

end 
i-=i-,-]; 

end 

sa\ e ( 'D:'.MAT LAB7\work\ I D\appresdata2.mat','resisti vitydata2') 
sa\c ( 'D:\MATLAB 7\vvork\ 1 D\target2.mat','target2') 

' This function takes the two layer parameters as the inputs and returns the apparent 

resistivity data points of 40 successive points to the main program. Variable 'B' 

gin~s \\elmer spread spacings used for the data generation, spacing is varied from 

0. 00 I to 390m in 1Om steps. 

function !B,integral!= mytest(pl,p2,h) 

8=[0.00 I I 0: I 0:390J; 
81=2*8; 

ou n cc=zcros( size( B)); 
ounce I =zcros(sizc(B I)); 

ror i=1 :length( B), 
ounce( i )=hankel('twolayerh', B( i ),pI ,p2,h); 

em!; 

t'ur i= 1: length( B I), 
ou n·ec 1 ( i )=han kel('t\\·o layerh ',B I ( i ),p 1 ,p2,h ); 

emL 

!'or i=l :length(B), 
i ntcgral( i )=pI*( (ounce( i )-ourvec 1 ( i) )*( 4 * 8( i) )+ 1 ); 

end; 
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:1. rhis function Calculates the infinite integra] in the equation 2.45 \Vith digital filter 

operations. 

run name 

B 

xO 

The name of the function to be transformed. 

The transform argument. (the electrode spacing in this application) 

The value of the transform of order 0. 

function zO=hankel(funname,B,p 1 ,p2,h) 

YBASE=[]~ -The 801 sampling points 

\\'TO=[ ]; - The 80 I fi Iter weights 

Yc-cYBASE. B; -Get the points at which to evaluate F. 

Y F= Ce\ a!( funnamqJ 1 ,p2,h, Y); -Evaluate Fat these points. 

;0 WTO.'*'tT; - Compute the dot product. 

/()~-/0/8; - Finally correct for the factor of 1/B. 

The 80 I parameters of the .!,, filter is given later in the Appendix A. 

-+. This is the function that illustrates the resistivity forward modeling kernel function 

for t\\o layers. 

function f=twolayerh(p 1 ,p2,h,g) 

k=(p2-p 1 )/(p2-+-p 1 ); 

C=( k *ex p( -2 *h* g))./( 1-(k*cxp( -2 *h* g))); 

5. This is the main program that calculates 600 training samples for training tor the 

three layer case and s;.nc them.This calls the function 'mytest3' with the five layer 

parameters as inputs to generate the apparent resistivity curves. Variables p 1, p2 and 

p3 are the first luycr , second layer and bottom layer resistivities respectively. 

Parameter h 1 gives the values of first layer height and h2 gives the values of second 

layer heights selected tor the data generation. 

function I resistivitydata,targetj= calcresisitivity3() 

"o Type A cunc generation for condition Pl <P2<P3 
pl=[lO 100 120 210 ?00 125 175 500 350 475 250 220 420 50 400]; 
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' 

I 

I 
J 

p2=[JOO 235 -1-00 -1-56 350 543 700M2 377 532 500 240 800 400 675J; 

p_i=f 1000 _)()() 520 (J00 500 650 1000 1000 400 600 750 250 1000 700 800J; 

I I -[I J - - , 7 - 4 r 6 8 -. c' 7 1 ()j- · l - __ ) ) _) .) __ ) ._) /._ - ' 

h2=[ -1- 6. 75 3.8 C).4 2 I 0 3.5 7.4 8.3 1 OJ; 

i ~I; 

[ ul ' ll=sizc(h I); 
I u2 '2J=size(p I); 
m=(J00; 
11 =-1-0: 

rcsi sti \ i tydata3=zeros( m,n ); 
target3=zeros( m.6 ); 
k=l; 

\\hilc i<=v2 
j=l; 

'' hilc j<=,·I 
:\ =p 1 ( i); 
y=p2(i); 
a=p3(i); 
z=h I Ci); 
JFh2(j); 

[distance resvalJ=mytest3(x,y,a,z,b ); 
resisti\ ityclata3(k.:)=resval; 
targct3(k.:)=[O 0 1 0 0 OJ; 

j=j+l; 
k'-+-r- I; 

end 
i=i+L 

end 

"oType H eunc generation for condition PI >P2<P3 

p 1 =[300 450 500 220 500 650 900 725 452 850 600 700 500 350 750J; 
p2=[ I 00 100 I 00 20 350 400 300 500 200 400 300 100 175 200 300J; 
p3=[700 800 1000 467 879 743 1000 865 678 975 700 1000 775 920 JOOOJ; 
hl=[l 2.5 53 7.5 4.25 6 8.3 9.2 !OJ; 
h2--[-+ 6.75 3.8 9.4 2 10 3.5 7.4 8.3 !OJ; 

i 1: 
[u 1 \ 1 J=size(h 1 ): 
[ u2 '2]=size(p I); 

'' hilc i<=v2 
j=l; 
\\hilej<=vl 

x=p I (i): 
y=p2(i); 
a=p3(i ); 
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z=h I (j); 
b=h2(j); 
[distance resvalJ=mytest3(x,y.a,z,b ); 
resi sti vi t ydata2 ( k.: )=res val; 
target3(k,:)=[O 0 0 I 0 OJ; 
j=j-'-1; 
k=k+l; 

end 
i=i-r-1: 

end 

"oType K cun e generation for Condition PI <P2>P3 
0 o75 examples each for small h2 and large h2 
pl=[2-+5 350 725 120 685 400 100 195 720 500 830 900 200 475 540J; 
p2=[500 -+50 1000 800 950 575 300 ()6() 1000 750 950 1000 620 800 720J; 
p3=[ 100 20 400 10 350 100 25 78 200 340 250 620 20 300 21 OJ; 
111 =[2 5.5 8 1.5 9.25 Cl.4 3.6 4.4 7 1 OJ; 
1121=[11.5425]; 
1122=[20 15 9 100 50]; 

J= 1: 
[u 1 \ I J=size(h 1 ); 
[ u2 \ 2]=si/c(h21 ); 
l u3 dJ=sizc(p I); 
\\ hile i<=v3 

j~-1: 

if rem( i.2 )=~I 
1=1: 

end 
ifrem(i.2)==0 

1=5: 
end 

\\l1ilej<=\2 
x=p I (i); 

y=p2(i ); 
a=p3(i): 
/=h 1 (I): 
b=h21 (j ): 

[distance resval]=mytest3(x,y,a,z,b ); 
resi sti \it ydata3( k,: )=res val; 
target3(k,:)=[() 0 0 0 1 OJ; 

_.:-· 

lc=l~]: /~· ' 

J=.J+l; 
k=k+l; 

end 
i=i-r-1; 

end 
i= 1: 

/ ,>-

··. 
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l 
t 

j 
~ 

lu1 \ 1 ]=size(h I); 
[u2 \'2]=size(h22); 
[ uJ d ]=size(p I): 

\\hi1c i<=d 
j=l; 
i r rem(i,2)==] 

1=1; 

end 
i r rem ( i ,2 )==() 

1=5: 
end 

\\ hile j<=v2 
x=p 1 (i); 

y=p2(i); 
a=pJ(i); 
;:=hi (I); 
b=h22(j); 

[distance resval]=mytest3(x,y,a,z,b ); 
resi sti \ it ydata3( k,: )=res val; 
target3(k,:)=[O 0 0 0 1 0]; 

1=1+1: 
j=j+l; 
k=k+l; 

end 
i=i-'-1: 

end 

"oTypc Q CUr\ c generation Cor Condition pI >P2>P3 
"o75 examples each Cor small h2 and large h2 
p 1 =[800 750 I 000 975 1000 998 800 700 675 900 700 I 000 700 I 000 750]; 
p2=[300 420 600 750 600 800 450 100 350 675 100 750 500 700 560]; 
p3=[100 250 345 472 560 630 200 20 70 300 10 420 !50 485 100]; 
hl=[4 6 7.2 1 10 7.5 3.25 4.4 5 2.Cl7]; 
1121=[1 1.5 4 2 5]: 
1122=[20 15 JO 1 00 45]; 

J=l: 

lu1 \ I J=size(h 1 ): 
[u2 \2]=size(h21); 
[ uJ \ 3 ]=sizc(p 1 ): 

\\ hilc i<=d 
j~!; 

i r rem( i ,2 )== 1 
1= 1: 
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end 
i I' rem( i ,2 )='-'-0 

1=5: 
end 

\\hilcj'=\2 
x=p I (i); 

::rccp2(i); 
a=pJ(i): 
/=h1(1): 
b ch21 (j ); 

I distance ITS\ a1]=mytest3(x,y,a,z,b ); 
resisti vi tydataJ( k,: )=res val; 
targctJ(k.:)=[O 0 0 0 0 1]; 

1=1-r-1: 
j=j+1: 
k=k-r-1: 

end 
i=i-r-1; 

end 
i -I: 

I ul \ 1 ]~sizc(h 1 ); 
I u2 \ 2 J~~size(h22 ); 
[uJ \Jj=size(pl ); 

\\ hile i<=d 
j=l: 
iCrem(i.2)==1 

1=1: 
end 
iCrem(i,2)==0 

1=5: 
end 

\\hi1cj<=v2 
x=p1(i): 

y=p2(i); 
a=pJ(i); 
/=h1(1); 
b-=h22(j ); 

[distance ITS\ a1]=mytest3(x.y.a,z,b ); 
resistivitydataJ(k.: )=resva1; 
targetJ(k.:)=[O 0 0 0 0 1]; 

1=1+1: 
j=j-"-1: 
k'--'k+1; 
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end 
i=i+l: 

end 

Sd\C ('0: MATLAB]\\\Ork\1 D\appresdata3.mat','resistivitydata3') 
s~l\ e ( 'D:\l'v1 A TLAB7\work\ I D\target3.mat','target3') 

(J. This function takes the three layer parameters as the inputs and returns the apparent 

rcsisti\ity data points of 40 successive points to the main program 

function [ B,in tegral[= mytest3(p I ,p2,p3,h 1 ,h2) 

B [0.()01 1.25:1.25:48.75]; 
Bl=2*B: 

oun ec=zeros( size( B)); 
oun ec I =zeros(size(B i )); 

!'or i~ I: length( B), 
nun ec( i )=hankel03('threclayerh ',B( i ),p 1 ,p2,p3,h I ,h2 ); 

L'llll: 

!'or i ·I: length( B 1 ), 
nun ec I ( i )=hankcl03('th reelayerh',B I (i),p 1 ,p2,p3,h 1 ,h2); 

end: 

I(Jr i=l :length( B), 
integral( i )=p 1 *( ( oun·ec( i )-oun cc 1 (i) )*( 4 * B( i) )+ 1 ); 

L'JHJ: 

- This function calculates the infinite integral with digital filter operations. This is 
similar to the function hankel given in 3, except the number of arguments passed to 
the function arc eli flercnt. 

" " 
" " 
" " 

funname 
B 
z() 

The name ofthc function to be transformed. 
The transform argument. 
The value of the transform of order 0. 

function z0=hankel03(funname,B,p 1 ,p2,p3,h I ,h2) 

YBASE=[ ]: -The 801 sampling point 

\\'TO· [ J: -The 801 \Vcights 

Y=YBASEB; -Get the points at which to evaluate F. 

YF=Ceval(funnamc,p 1 ,p2,p3,h 1 ,h2,Y);- Evaluate Fat these points. 

;I J=\\"TO.'*YF: - Compute the dot product. 
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L_ 

/0=/0 B~ - Finally correct for the t:1ctor of 1/B. 

S. This is the function that illustrates the resistivity forward modeling kernel function 

ror three layers. 

function f=thrcelayerh(p 1 ,p2,p3,h 1 ,h2,x) 

k I =(p2-p I )i(p2+p I)~ 
k2=( p3-p2 )!(p3+p2); 

i=k2*cxp( ( -2 )*h2*x ); 
j=k I *k2*cxp(( -2)*h2*x); 
k=kl+i; 

I I 'j: 

K31=k. L 

m=K31.*exp((-2)*h I *x); 
n-1-m: 

r=m. n~ 

!'') __ )_ 
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-0.418613957984874213 7Cll-1i'J 

0.4065 202605 57 439 5 2:17 8 F-1 l'J 

-0.394 77 59~832052~..\221)() F-1 J'l 

0.383.~ 709275:-\59 1272230F-1 1'1 

-0.3 7229539627057491 "521-1 1'1 
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Filter \\eights 721 to 801 

ll.~6I530~354722752I766E-09 

-IU 5 I 09500 I2~:-\400I 0 I54E-00 

() .i4095I C) I (Ji\7I755I95II E-09 

-IU3 II 0 I S64 7I439289704E-09 

() -'2I5363 79I563I 239045!:::-09 
-0 __ -, I224 7239I 00I 2398'J70E-09 

() 30322(J4(J0C)90507l 0905[-09 

-0.29446629I :-\626933 I4 73 E-09 

0.285059202769I7S8I 651 E-09 

-0.2 77 697 S:-\22CJ.\93 60~3 ~0 E-09 

0.2(/)6 752.\0 12757238777[-09 

-0.2CJ I S~435I2650 I30 18:-:1 E-09 

ll.25431854977949852574E-09 

-0 24697I 3232I 77688SS%E-09 

0 239S3635698150977934E-09 

-0.2.\29075I890024982077E-09 

0.226178853% I 046 1120C)[-09 

-0.219644579 l ')042880CJ88E-09 

0 2I3209072\6842052R750E-09 

-0.2071 36S'J878085250202\E-09 

0 20II:'274337434959303E-00 
-O.I l))_q 146')3(J24215944CJI:~-09 

0 I S%9808222CJ283 70222E-00 

-0.18421773173808480806[-09 

0.178S9:'7077923633C)S73E-09 

-0.1737274363:'793169822E-09 

0.16S70847554670939670E-09 

-0.1 63S345117% 12808855[-00 

0.15910 13:-'CJ 16182540748E-09 

-0.1 :'450494071744330S69E-09 

0.1500413l505843449035E-09 

-O.l4570664290687508993E-09 

O.l41497198814361S9850E-09 

-0.]] 7 40C)364960 I 63 68823 E-09 

0. IJ343962804187J5097J E-09 

-0.1295S45762558884SS%E-09 

0.125S408%36512460714E-09 

-0.1222053 7085144369393 E-09 

0.118674S7515034671199E-09 

-0.1 1524637496555659739E-09 

0.111916923661 lS209830E-09 

-O.l0868365972922199935E-09 

0.1 05543S0433023220449E-09 

-0.10249465890504320 142E-09 

0. ')95336028554 75026004!---1 () 

-0.96CJ58091292055l87607E-1 0 

0. 93865652S46806834872E-1 0 

-0.91l53887549225778384E-10 

0 885204647636245CJ9567E-IO 

-0.85963121186075071 965E-1 0 

0 834 7965889923978 IJ50E-I 0 

-0.~ I 067943483446593655E-l 0 

0. 78725902182445575 I 3 1 E-1 0 

-0.76451 522122414838220E-1 0 

0. 7424284~5830 1 S78CJ633 E-1 0 

-0.7209798331 C)8()771 6229!--1 0 

0. 7001508293831718644 7[-1 () 

-0.6799235732265070261 3E-I 0 

0.660280681269051 05916[-I () 

-0.6Li 120527350(J93063962E-I () 

0.622CJ80960499130C!82JOE-I 0 

-0.60469183303296924 744E-I 0 

0.5872224571634 7976830E-I 0 

-0.57025788118346391824F-I 0 

0.553 78366976800887211 E-1 0 

-0.53 778600071222512844E-1 0 

0.52225190653632.109517E-I 0 

-0.50716985 205 207 50 1 023 E-1 0 

0.49253 I 0917I572777739E-I 0 

-0.47833283755322262690E-I 0 

04(!4585631 6442774S5661--l 0 

-0.45133048314()54522821 E-1 () 

0.4386 7868281155817508E-1 0 

-0.42690428488605550 129E-I 0 

0.41 665890740660430845[-1 () 

-O.W94 7061319725302450F-I 0 

0.40890256062S50869212E-I 0 

-0.423243952008CJS817252E-I 0 

0.4 717 59702866 I S397:-:65 E- I 0 

-0.59920514 7229720348CJ5 E-1 0 
0. 9()953607290 14628029C)[-1 () 

• 



Sulphides: 

("halcopyrite 

P\ritc 

Pvrrhotite 

Ciakna 

Sphalerite 

Oxides 
Hematite 

Limonite 

:Vlagnetite 

Ilmenite 

C)uartz 

Rock Salt 

.~nthratic 

Lignite 

Cranite 

l\laterial 

()ranite (Weathered) 

S\enite 

Diorite 

(jabbro 

Basalt 

Schists (Calcareous & mica) 

Schist (Graphite) 

Slates 

\larble 

Consolidated Shales 

Conglomerates 

Sandstones 

Limestones 

Dolomite 

\larls 
Clays 

A II u \ i um & S<mcl 

\loraine 

Appendix E 

Resistivity Values of Rock Materials 

Nominal Resistivity (!.2m) 

1.2 X JO-o - 3 X 1 () 1 

2.9x10 '-1.5 
7. 5 X 1 0 (, - 5 X I 0 -.' 

3x 10 '-3x ](f 
1.2x 10-o -3x 10 1 

1.5x10 

3.5xl0'-IO 

10' -10 

5xl0-5 -5.7xl0' 

10 1 -5x10 

3 X ]() c - I () (, 

3xl0 -10" 

1 o-' -2 x Hr 

9-2xl0' 

3 x 1 o· - 1 x 1 (l' 
3 x 1 o -5 x 1 o= 

1 oc -I o(· 
10-l -l(f 

10' -10(' 

10-1.3xl0 
20-3x 10-l 

1 o -I o= 
6xl0 2 -4x](f 

](f -2.5xl0~ 
20-2 X I 01 

2 X I 01 -1 0-l 

l-7.4xl0' 

5xl0-IO 

3.5xl0' -5x](Y 
3-7xl0 

1-10' 

10-8xl02 

1 o- 5 x 1 o' 

244 



Shem ood Sandstone 
Soil (..J.Ot~,o clay) 
Soil (20°;) clay) 
Top Soil 
London Clav 
Lias Clay 
Boulder Clay 
Clay (very dry) 
\Iercia Mudstone 
( 'oalmeasures Clay 
\Iiddle Coal measures 
Chalk 
( 'okc 
C ra \ e I (dry) 
C ira\ cl( Saturated) 
Quaternary;recent sand 

.-\sh 
Colliery Spoil 
Pul\ crized Fuel Ash 
Laterite 
Lateritic Soil 
Drv Sand Soil 
Sand Clay/clayey Sand 
Sand and Gnt\ el 
l·nsaturated landfill 
Saturated landfill 
.-\cid Peat \\aters 
.\cid Mine waters 
RainLt!l payoff 
Landfill payoff 

Clacier ice(temperatc) 

(;lacier icc(polar) 

Permafrost 

I 00- c.l-00 
8 

'"''"' _).) 

250-1 7 00 
4-20 
I 0-15 
15-35 

50-150 
20-60 

50 
>100 

50-150 
(U-8 
1400 
100 

50-I 00 

c). 

1 0-21) 
50-]()() 

800-1500 
120-750 
80-1050 
30-215 
30-225 
30-100 
15-30 

100 
20 

20-1 ()() 
<10-50 

2 X I 0 (> - I. 2 X I 0' 

5xl0 4 -3x10" 

10
1

- > 10 4 

2c.l-5 



Appendix F 

Database of Mesh assignments used for 2D case studies 
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Appendix G 

Database of Layer height assignments used for 2D case3 

.. u on 120 110 :uo :mo :Joll0 .uo •D ,..0 

:il':!!!iillnliliillllllll 
:,·;l'i:,'i'iiii::li!lllllllllllllllliillllll 

00
00 Ul 130 LID >•D :10,0 :WQ 4>.0 •0 ,..0 

00
00 1-" U.O 11-CI ~.0 J0-0 M .O .U.O •.O >•.O 

00
00 60 

illlllllllllll!lil!!!l!i!ll!lllllll!!lllilil' ..... 

DODD 60 110 110 "'0 "'0 "'D _,0 410 HO 

·- -- ---
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Appendix H 

Database of Mesh assignments used for 2D case studies 

H.l Sample Model File used for mesh assignments 

File Edit Format \lie•N Help 

!J- BLOCKS 
7, 7 
1.0,1.0 
3 
175.0, 520.0,50.0 
7 
LEVEL 1 
00220000000 0 
002200000000 1 
002200000000 
002200000000 
000000000000 
000000000000 
000000000000 f 
000000000000 
000000000000 
000000000000 
000000000000 
0 00000000000 
LEVEL 2 
000000000000 -
000000000000 1 
000000000000 
000000000000 
000000000000 
000000000000 
000000000000 f 
000000000000 
000000000000 
000000000000 
000000000000 
000000000000 ~ 
LEVEL :::~ 

111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
LEVEL 4 
111111111111 
111111111111 
111111111111 

Title 
Sutvey Grid Size 
Electro de spacing in X andY dite ctions 
Number ofivlodel Resistivity values 
!vi o del Resistivity values -
Number oflevels 

Resistivity of blocks in Layer 1, two 
blocks per electro de spacing 

0 stands for 1st resistivity value i. e.17 5 
1 stands for second resistivity value i.e .520 
and so on 

Resistivity blocks for 
Layer2 

Figure H.l - First half of the model file 

.... 

v 
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LEVEL o 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
111111111111 
LE\/EL 7 
111111111111 

11 .. 11 .. 11 •. 1. 1111·11 111111111111 
111111111111 
111111111111 
111111111111 
111111111111 J-111111111111 
111111111111 
111111111111 
111111111111 
111111111111 

Resistivity blocks for 
Layer 7- Last layer 

1 
0.70 
1. 505 
2.4307 
3.4954 
4. 72 
6.1276 

l 
1 means user defmed layer depths are used 

7. 7468 _j 
0 
0 
0 
0 

Depths to the base of each model layer 

Fallowed by few zeros 

Figure H.2 - Second half of the model file 

H.2 Database of Mesh Assignments 

v 

The 2D slices for each 3D model used for the generation of the training database is given 

below. Each set consists of seven 2D meshes representing the 7 layers. Here the top layer 

height is set to 1.5m (bark blue), while the bottom layer (light blue) extends to infinity. 

The anomalous body is shown with dark green. 
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Appendix I 

Commands on Mathematica Editor for Electrode 
Resistance Calculations 

pl = 300 .4~ 

p2=~9LO~ 

h= ~.11 

a= 0. 02~4 

1 = 1.4 

kl = (p2 -lll) I (pl + ll2) 

;:;o1:1. 45 

59·~;. 0S 

:, . ·:: J. 

1·1 • II ..• '~ .] 

I. I 

II. L :j;_, ;_: _: :] 

p [;t._, t __ ' •• __ ; 1<.1_; .:t_] : •• 

Exp (- ~l t] + kl Exp [- 2 .All] Exp [.At] 
---------------- BesselJ[O, .A a] 

1 - kl Elql [- 2 A lt] 

g = Uintegra.te[p[A, t, h, J:.l, a], {A, 0, •:.:.}; 

{t, 0, 1.40208}1 

~~- L-,"t" .o: g:c .:~..~ ·-= <s 1-.:·~·= .:.r. 

J:h1:u.~ I i .: .J.l int..:; JI: .:t.t i .:.:r~ •:·nv~ I: g 1ng 1:: •:O •:::• ~ l ·=-~·'1 y; ~-u'!=p e .,:t: •:>Tv'!: 

•:•£ t::he f·:·ll •:O"~X•i::-~g. ~ lTl~!ul,;.u: ity, ··.•.;;~.lue •:•£ -t:he i:n:t:~g:r:.;o.t i·:•Tc 

:being 0 .. ·:·::·:il~.;lt:•:.ry integ::c.;;~.nd, •:•I in::uff1•:1ent 

i•}•::t:ki:rcg:P:re•:i~i.:•TL_ If ;.r.)"l.li: i::-ct::eg:r,ld.J\d .!.~ •:O::•:ill.-..t•:-I:·y t::ry 

u:: 1TL-J -t:he -=·:pt: ::.·:or~ ~~et:.l.·:::··i-::-0~-·= ill.1.t:•:o:ry in Nint;egi~t:e _ :-::.:::.::::·~--

i:.,._:;._l 

4. 66413 

1 
R= ~~ pl g 

2nl 

42 4. 4:::1 

:.. 'J.l:.;;, ·~ 

) 

_ ·oi 

' 

1-~·: 
~~~-
~; 

Figure I. I - Mathematica editor commands for electrode resistance calculat~ 
\·, ~ . 
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1'-..l 
:? 
'Ji 

z 
() 
~ 

= ci 

0 

N 
0 
l'j 
)> 
Vl 
tTl 

0 
N 

l

r----
99.8 

! ! ~ 
113.5 I 86.2 I 57.6 I 76.4 2 I 

---+-------'---------4 

101.1 I 121.7 I 63.3 I 88.6 I 3 ! 

72.6 I I I 0.8 I 
i 

99.2 123.4 I 1l 78.8 61.8 

! 98 
I 

i 

I 126 I 80.1 

122.4 119.6 112.2 

87 

126.5 : 112.61 m.2 j 121.s 1 ~ 
95.4 I 8~.9 ]

1 

95.3 1: 0~.5 ' 5 I 

~--+--~--+--~--~--~----L---· 

11o_3 1 104.8 1

1

• 124 [115_2 , 6 I 

~--+--~--+----,---+----1--+----~ 

I 75.9 99.3 l 83 I 7 j 
I ~; -

126.1 1 109.1 123 

I 01.2 87.8 108.9 

86.1 125.9 131.2 

I 00.5 I 122.7 I 97.6 

110~.2 129.2 I 102.~ 100.3 ! 

I 124.3 

93.8 
I 

89.2 I 137.2 , s ! 

' ., 
I 98 7 I C)9 .., ! (\ ' 

(. I .. ) I ~ 

128.21 !, 87.6 1~5.1 1151.8 I 10 I 

i __ _j ~--+------+---1----~-e-----+ !. -- I I 

1129.7 12~.1 105.2 I 101.7 i 95.7 110~.2 I 86.2 I~ 
I I I T 

88.9 

112.6 80 94.2 69.2 

3~.3 87.2 -· < -· 0.. 
c 
~ -I 64.6 121.9 111.5 150.9 I 121.6 I 103.8 I 68.5 I 121 

I 95.9 98.3 I 96.6 I 

n 
-.--- ~ 

105.7 I 87.8 I 13 I ~ 82.5 121.9 
I 1 C 

68.5 69.~ l1 07.5 1 1-t j' ..0 
I 

125.7 I 102.7 46.2 83.8 
i c j-· • ~ 

I 8~.1 105.1 1~3.1 105 I 99.9 52.6 1125.5 i 15 I ~ 
I I I ---~ ~ I 73.4 93.5 S0.9 93.4 I 76.7 I 59.4 I SR.2 16 

lf--------+---+----+--L---+------L-...- -~, -l 
IIOR.I 99.2 138.5 1369 I 87.1 i 124.4! 145 '171 
f---------~--~---+---~~---~1 ---I --. -l 

128.8 127.5 120.3 105.7 I 131.4 92.7 I 99.7 18 I 

I I I I I ' I ~ 82.2 i 106.2 46.5 . 94.6 I 102.6 I 87.3 ! 11~.7 ' 19 I 

f---1 _8_6_.4_-+~-1-0-4.-9____,1L-9_9 __ 9-+[-c-)6_.4 _ _J__83-.9----+-T-c-)5-.-5- [ ~7 
1 
~)~ 

f-------+------+---+------t-----+-1-' ·"'- : I 
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