
FLEXIBLE AND EXTENSIBLE
INFRASTRUCTURE MONITORING

ARCHITECTURE FOR COMPUTING GRIDS
WITH INFRASTRUCTURE AWARE JOB

MATCHING

R.M.K.D Wijethunga

228045C

Dissertation submitted in partial fulfillment of the requirements for the

degree
Degree of Master of Science (Research)

Department of Computer Science and Engineering
University of Moratuwa

University of Moratuwa
Sri Lanka

October 2023



DECLARATION

I declare that this is my own work and this Dissertation does not incorporate without
acknowledgement any material previously submitted for a Degree or Diploma in any
other University or Institute of higher learning and to the best of my knowledge and
belief it does not contain any material previously published or written by another per-
son except where the acknowledgement is made in the text. I retain the right to use
this content in whole or part in future works (such as articles or books).

Signature: Date:

The supervisors should certify the Dissertation with the following declaration.

The above candidate has carried out research for the Degree of Master of Science
(Research) Dissertation under our supervision. We confirm that the declaration made
above by the student is true and correct.

Name of Supervisor: Prof. Indika Perera

Signature of the Supervisor: Date:

Name of Supervisor: Dr. Gayashan Amarasinghe

Signature of the Supervisor: Date:

i

2023.10.05

05.10.2023

05/10/2023



ACKNOWLEDGEMENT

I would like to take this opportunity to express my heartfelt gratitude and extend my
sincere appreciation to my esteemed supervisors, Prof. Indika Perera and Dr. Gayashan
Amarasinghe. Their unwavering support and guidance throughout the entire duration
of this project work have been invaluable. Their insightful suggestions and constructive
comments have played a pivotal role in resolving numerous challenges encountered
during the project’s development.

I am also immensely grateful to Dr. Adeesha Wijayasiri and Dr. A. Shehan Perera,
who served as progress review panel members, for their unwavering dedication and
valuable input. Their comments and suggestions have significantly contributed to the
refinement of my work.

Furthermore, I would like to express my gratitude to Dr. Kutila Gunasekara, our
MSc research degree coordinator, for assisting me in navigating the formalities asso-
ciated with obtaining the degree. The guidance provided by Dr. Gunasekara has been
immensely helpful throughout this process.

I would also like to extend my appreciation to all the lecturers at the Faculty of
Computer Science and Engineering, University of Moratuwa. Their valuable advice
and expertise have played a crucial role in shaping my academic journey.

Lastly, I am indebted to my parents, my brother, and my friends for their unwa-
vering support and continuous motivation throughout my career. Their encouragement
has been a constant source of inspiration, and I am truly grateful for their presence in
my life.

ii



ABSTRACT

Many research experiments with large data processing requirements rely on massive,
distributed Computing Grids for their computational requirements. A Computing Grid
is built by combining a large number of individual computing sites distributed glob-
ally. These Grid sites are maintained by different institutions across the world and con-
tribute thousands of worker nodes possessing different capabilities and configurations.
Developing software for Grid operations that works on all nodes while harnessing the
maximum capabilities offered by any given Grid site is challenging without knowing
what capabilities each site offers in advance. This research focuses on developing an
architecture-independent Grid infrastructure monitoring design to monitor the infras-
tructure capabilities and configurations of worker nodes at sites across a Computing
Grid without the need to contact local site administrators. The design presents a highly
flexible and extensible architecture that offers infrastructure metric collection without
local agent installations at Grid sites. The resulting design is used to implement a Grid
infrastructure monitoring framework called “Site Sonar v2.0” that is currently being
used to monitor the infrastructure of 7,000+ worker nodes across 60+ Grid sites in the
ALICE Computing Grid. The proposed design is then used to introduce an improved
Job matching architecture for Computing Grids that allows job matching based on any
infrastructure property of the worker nodes. This dissertation introduces the proposed
architecture for a highly flexible and extensible Grid infrastructure monitoring design
and an improved job design for Computing Grids and the implementation of those de-
signs to derive important findings about the infrastructure of ALICE Computing Grid
while improving its job matching capabilities. This work provides a significant con-
tribution to the development of distributed Computing Grids, particularly in terms of
providing a more efficient and effective way to monitor infrastructure and match jobs
to worker nodes.

Keywords: Grid computing, Grid monitoring, Grid infrastructure, infrastructure monitoring,

Site Sonar, Job Matching, Infrastructure aware
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