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We define an anomaly as an unlikely occurrence 
that deviates from a typical behavior [1]. An anomaly 
could be a defect in a production line, sudden stock 
market fluctuations or natural disasters such as 
deforestation, volcanic eruptions, or floods [2] [3]. 
The assistance of an intelligent system to identify 
such disturbances would be very beneficial to 
initiate methods to prevent such situations in 
the early stages. This study forwards an AI based 
anomaly detection system and its testing stages 
primarily focused on the detection of deforestation, 
where when deforestation occurs, it shows an 
anomalous scenario which deviates from the 
typical sights of lush green forests.

How AI can help prevent deforestation?
Note that the topic of this research contains the 
phrase “image streams”. An image stream is a 
continuous and real-time sequence of images or 
frames captured over time, typically by a camera, 
or an imaging system [4]. The temporal aspect of 
image streams plays a pivotal role in time series 
analysis for anomaly detection and this study 
has integrated computer vision and time series 
forecasting to capture the interdependency (or the 
time dependency) between the images during the 
model building process. Using time-series data 
and models for analysis in this study is important 
since it helps us understand, predict, and make 
decisions based on how phenomena change over 

time. If we consider the example of deforestation, 
by using image streams of a forest cover that has 
been captured over time, we can train a model for 
the typical behavior of lush greenery. Using this 
historical information about the forest cover, our 
model will be able to detect any anomalies such 
as deforestation or forest fires that occur in future 
timestamps.

The detection of anomalies has been done 
using Artificial Intelligence extensively in many 
domains and researchers have experimented 
with technologies such as Machine Learning, 
Deep Learning, ensemble methods and others. 
This research developed two anomaly detection 
frameworks with the use of Machine Learning and 
Deep Learning in order to conduct a comparison 
between the technologies to determine the 
more optimized approach for anomaly detection. 
Moreover, Explainable AI plays a major role in 
providing reasoning to the outcomes of the 
black-box models of Deep Learning. Machine 
learning involves the development of algorithms 
and models that use data to recognize patterns 
and enable computer systems to learn and make 
predictions or decisions based on the data. Deep 
learning, being a subset of Machine Learning, has 
the ability to learn through large amounts of data. 
Refer the diagram below for an overview of the 
anomaly detection system developed through this 
research. 

Research Highlightshttps://doi.org/10.31705/BPRM.v3(2).2023.5



24

How we use Machine Learning and Deep Learning 
in the application of anomaly detection is quite 
clear when we breakdown the process. The image 
streams collected through years are the data 
we use, and the system tries to identify unique 
characteristics in the data that indicate the typical 
forest covers where deforestation has not occurred. 
These characteristics are used in analyzing and for 
forecasting the future behavior and thus predicting 
if an anomaly such as deforestation has occurred. 
This process in detail can be viewed as follows.

Pre-processing: The initial step that involves 
tasks like cleaning, scaling, and transforming data. 
It’s crucial because it enhances data quality, nor-
malizes, and prepares it for accurate modeling, ul-
timately improving the effectiveness and reliabili-
ty of analytical or predictive tasks [5].

Feature Extraction: The process of select-
ing and transforming elements that constitute to 
meaningful patterns, textures, or structures from 
the image data to create a feature-set which will 
be an informative representation for further anal-

Figure 1: Overview of the Methodology

ysis or other tasks. The Machine Learning module 
extracts edge features, Gabor Wavelet features and 
texture-based features using First Order Statistical 
Descriptors and the GLCM method [6]. Meanwhile, 
the Deep Learning method used pre-trained Con-
volutional Neural Network architectures (VGG-19, 
ResNet-50, Inception-V3, Xception, DenseNet-121)
[7] [8].

Dimensionality Reduction: The feature 
set that has been extracted from the Feature Ex-
traction component results in a large number of 
features for each image in the image series data-
set. Such a high number of features can lead to 
several problems, including the Curse of Dimen-
sionality problem. Therefore, we narrow down the 
large, extracted feature set of time-series data 
into a more manageable dataset that retains the 
important information from the original dataset. 
The Machine Learning module used Principal Com-
ponent Analysis (PCA) and the Deep Learning mod-
ule added a Global Max Pooling layer to the CNNs 
to get a single feature vector for each image and 
the obtained the average of the feature vector for 
each image to obtain a univariate dataset.
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Time-series Forecasting: A statistical tech-
nique used to predict future values or trends in a 
sequence of data points ordered chronologically 
(time-series data). The univariate dataset obtained 
after dimensionality reduction is split into training 
and test datasets and the training set is used to 
train the time series forecasting model to find the 
fitted values of the future timestamps. The Ma-
chine Learning model uses the Auto-ARIMA mod-
el, and the Deep Learning model used an LSTM for 
this purpose. Once we get the forecasted values, 
we also calculate the residuals and the forecasted 
error series from the test dataset. The residuals are 
the difference between the actual train y and the 
fitted values and forecast error series is the differ-
ence between the actual test y and the forecasted 
value.

Threshold Calculation: The residuals from 
the previous component are used to calculate a 
data driven threshold which can be used for clas-
sification. The method used for this purpose is 
an Extreme Value Theory (EVT) based anomalous 
threshold calculation since many existing thresh-
old calculation methods are based on unrealistic 
assumptions. As anomalies have a low probability 
of happening, extreme values can be considered to 
represent anomalies. Therefore, in this technique a 
child distribution for generalized extreme values is 
plotted and using that distribution, threshold cal-
culation is conducted [9].

Binary Classification: Any data point of the 
forecasted series which is above the upper anom-
alous threshold or below the lower anomalous 
threshold is defined as an anomalous behavior and 
anything in between is defined as a typical behavior. 

Figure 2: Plot of the Residuals and Forecast Errors with the Threshold

How Explainable AI can help build trust
The algorithms used in the Machine Learning module are interpretable, however, the algorithms used is 
Deep Learning such as CNNs are not interpretable and hence are called black-box models. Their complex 
architectures make it challenging to interpret how they arrive at specific predictions. This is problematic 
as users may find it difficult to understand, trust, and validate, thereby compromising transparency and 
accountability. As a solution to this problem, we use Explainable AI to help us understand and interpret pre-
dictions made by the models. Two model agnostic models, LIME and SHAP have been used for this purpose. 
SHAP gives a relative degree about how positively or negatively each pixel’s contribution was and LIME gives 
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Figure 3: XAI Results of LIME and SHAP for an anomalous classification

a depiction of which pixels/patches contributed positively or negatively to the outcome that was catego-
rized as an anomaly [10]. The results of the XAI module can be seen in Figure 3.

Key Takeaways from this research 
The novelty of the system can be briefly listed as follows,
 • A novel anomaly detection framework was proposed by treating anomaly detection as a  
  one class classification, hence increasing generalizability of the framework.
 • The interdependency between the images is captured by using time series forecasting. 
 • Calculating a data-driven EVT based anomalous threshold is a novel approach in the field. 
 • Explainable AI helps increase human trust on the system by interpreting black-box models. 
 • The class imbalance problem is countered through this research by treating the anomaly  
  detection problem as a one-class classification problem and modeling for the typical   
  behavior. 
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