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ABSTRACT 
 

Modeling weekly rainfall has become a demanding assignment due to the complexity of 
rainfall pattern. Accurate inferences on weekly rainfall prediction facilitate to fill the 
noticeable gap with respect to the climate monitoring to reduce the climate stress in the 
country. However, relatively, few measures have been taken to perform the modeling of 
rainfall in the context of long memory. This study therefore, provides an assessment of such 
a phenomenon by fitting a novel time series models to weekly rainfall. As the weekly rainfall 
exhibits the blend features of long memory and time dependence variance, various class of 
long memory models were fitted by accounting the heteroskedasticity. The best fitted model 
developed is ARFIMA-GARCH for deseasonalized data. The model was trained using 
weekly rainfall data from 1990 to 2014 and validated using data from 2015 to 2017 in 
Colombo city, obtained from the Department of Meteorology, Sri Lanka. The exact 
maximum likelihood estimation method was utilized to estimate model parameters. For the 
evaluation of the suitability of the method for parameter estimation, Monte Carlo simulations 
were carried out with various non seasonally and seasonally fractionally differenced 
parameter values along with the variance model parameters. The forecasting performance of 
the five types of long memory models developed was evaluated based on the novel index 
developed using absolute error for an independent data set in addition to the classical 
indicators. The rainfall percentiles with the 95% confidence intervals were also developed by 
exploring temporal variability of weekly rainfall based on parametric approach and 
bootstrapping approach. It was found that the high likelihood to form extreme rainfall events 
during beginning of South West Monson (SWM) (30th April to 10th June) and during 
withdrawal of SWM rainfall (17th-30th September) as well as with the time span from 8th 
October to 11th November during Second Inter Monsoon (SIM) rainfall. Based on the real 
coverage probabilities which derived using bootstrap calibration, it was found that there is a 
discrepancy of the nominal and calculated coverage probabilities of the 95% confidence 
intervals of rainfall percentiles. The deviation of the normality of the fitted distribution with 
the small size of sample could be a reason for the such a disparity. The novel long range 
dependency model is recommended to be used in forecasting weekly rainfall in Colombo 
city in Sri Lanka since the forecasting performance of the new model is not much diluted 
with the increase of the forecasting length. The study highlights various challenges for 
applied statisticians in modeling weekly rainfall.  
  
Keywords:  Weekly Rainfall, Long Range Dependency, ARFIMA-GARCH, Forecasting, 
          Coverage Probability, South West Monsoon 
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