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Abstract

An Intrusion Detection System (IDS) is a software application that mon-
itor a corporate network or a computer system and flag activities which it
construes to be malicious operations. The rapid and expansive growth of In-
ternet has heightened concerns on how to protect both stored and transmitted
digital information in an effective manner.

The reactive IDS will primarily detect intrusions and send out alerts. De-
fending the system is a secondary task, and its success depends on how early
detection can occur when an intrusion is ongoing so that warnings can be
sent in time. IPS, which is mainly proactive, will primarily detect vulnerabil-
ities and take preventive measures in addition to providing the second stage
functionality for an IDS but with limited knowledge and countermeasure ca-
pabilities.

As a solution to this problem, research has been conducted on an area
called Automated Defense. The design of Automated Defense systems needs
to be radically different from the IDS/IPS schemes as properties such as on-
line real-time availability of all participants, use of threat intelligence schemes,
availability of high computation power, etc have to be considered. Taking into
consideration the context in which Threat Intelligence Architecture operates,
where transaction value is very low, IDS/IPS systems need to be designed with
a careful trade-off between reliability and cost of implementation.

The research presented in this thesis aims to develop a solution to the
problem of providing the functionality of an IDS with an IPS capability that
is highly responsive, adaptive and able to leverage the most up-to-date knowl-
edge on dealing with threats. The main objective of the research is to combine
an IDS with Threat Intelligence in a manner that can detect file creations and
copying anomalies and provide the mechanisms to alert and initiate actions to
take defensive measures to decrease the potential for damage from attackers.

The main objective of the research is to combine with Threat Intelligence
to provide a mechanism to alert and initiate actions to take defensive measures

to decrease the potential for damage.
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IDS - Intrusion Detection Systems

IPS - Intrusion Prevention Systems

TT - Threat Intelligence

CTI - Cyber Threat Intelligence

SOC - Security Operation Center

SIEM -Security information and event management
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STIX - Structured Threat Information Expression
CybOX - Cyber Observable

CybOX - Cyber Observable

TAXII - Trusted Automated Exchange of Indicator Information
IODEF - The Incident Object Description and Exchange Format
TIE - Threat Intelligence Exchange

TISP - Threat Intelligence Sharing Platform

HTTP - Hypertext Transfer Protocol

TPM - Trusted Platform Module

VM - Virtual Machine

VME - Virual Machine Environment

VMM - Virtual Machine Monitor

NIDS - Network Based Intruder Detection Systems
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PIDS - Physical Intruder Detection Systems

OSSIM - Open Source Security Information Management
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