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Abstract 
 
 
Cloud computing and Internet of Things (IoT) brings various physical devices which generate 
and exchange data with the services promoting the integration between the physical world and 
the computer world into a single common page. Together they have been providing various 
applications, use cases and services over the past few years, that has made a significant benefit 
on both industrial applications as well as day to day needs of humans.  
 
On the other side of the coin, programming of the IoT based applications has become very 
challenging due to the vast knowledge base required in various technical domains, from low-
power networking to the embedded operating systems, from low level calculations to the 
distributed algorithms and so on. It is certain that a well designed, reliable and scalable, easy 
configurable and high performance Application Programming Interfaces (APIs) are much 
needed in this paradigm to offer sophisticated services for an IoT cloud. APIs are generally 
exposed to its consumers as service endpoints to get pre-defined jobs done, and are offering 
convenient ways for developers to design and implement applications as well as vendors 
(OEMs) to design and manufacture their devices. 
 
In this research I have mainly focused and discussed about the true challenges, issues and the 
concerns that we may face when designing and implementing high performance APIs for IoT 
cloud. I have also elaborated the technical and theoretical limitations come along with the 
performance issues in such APIs. Most importantly I have tried to design a platform for small 
start-ups who start developing their IoT based products with a limited knowledge, time, funds 
and resources so that they can build their products without worrying about the production level 
challenges in terms of scaling and performance once the business is grown up. 
 
This research will provide a solution for most of the challenges when it comes to IoT cloud in 
terms of self configurations and elasticity with auto scaling whilst keeping better performance. 
Considering the massive variety of devices and the resource constraints we have in IoT, an 
architecture has been proposed for devices to be self-configured to the maximum extent with the 
API. The proposed solution will have a well designed RESTful API which comes in plug-and-
play mode with developer convenience, supporting horizontal scaling as and when needed. In a 
nut-shell this gives a framework which takes care of all the architectural level challenges and 
best practices in IoT cloud where the engineering team focuses more on the business and the 
product. 
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Chapter 1  INTRODUCTION 
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Today Cloud computing, Semantic Web and mobile devices along with the enormous 

bandwidth capacity have come to the next level of the WWW which is now known as an 

enormous global computer. The Web has come a long way over the past 10,000 days, 

and the predictions of Kevin Kelly has become true in many ways [47]. According to 

him our mobile phones, tablets, watches, wearable, TVs and all portals are coming into 

this single supercomputer, known as the Web. The most impactful change that has 

happened since Kelly’s Ted talk in 2007 [47], has been the massive explosion of mobile 

devices. Siri from Apple Inc. [48] is an amazing example for this where he predicted a 

years ago. 

 

The Internet of Things (IoT) is an infrastructure that interconnects uniquely-identifiable 

devices though the Internet. It is not a brand new concept though it is attracting attention 

from various fields. From the early stage of the 21st century when the internet was not 

so popular and had no bandwidth like today, similar concepts were proposed, and some 

related communication technologies like the radio, barcodes, the Internet and radio 

frequency identification (RFID) were also invented [1,2]. But those ideas weren’t so 

popular and come to an actual implementation level due to the limitations we had back 

in the days as above. 

 

At the very early stage of the IoT, the main focus was to identify and track every 

physical thing, and many applications such as warehouse management and logistics 

applications applied RFID technology to prove the concept [1,3] but not in the mass 

scale level as an industry. 

 

1.1 Background 
 
The Internet of Things is the part of the Internet that is made up of “Uniquely 

Identifiable Embedded Computing Devices” as Wikipedia states. Just like the World 

Wide Web runs over the Internet, so does the IoT. Similarly, the way of becoming the 

Web is a mesh of computers, so does the IoT. The billions of devices in the IoT such as 
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the little computers embedded in thermostats, house keys, baby monitors, trash cans, fire 

extinguishers give us insights and access to a massive amount of data of the 

environments where those devices are placed. 

 

With the advances of communication and sensor technologies in the recent past years, 

the definition and scope of IoT have been extended. For an example, the International 

Telecommunication Union (ITU) defined the IoT as “A global infrastructure for the 

information society, enabling advanced services by interconnecting (physical and 

virtual) things based on existing and evolving interoperable information and 

communication technologies” [4]. 

 

For the IoT to take off and grasp the industry at a higher level, the programming of IoT 

devices needs to be as easy as scripting a simple Web application. At the same time for 

IoT to be useful, the devices that make up this mesh of computers must be connected to 

the cloud where users can access from anywhere. The easiest and efficient way that we 

can achieve this is through an Application Programming Interface (API).  

 

Cloud-based services are the way in which the IoT is connected to the data we collected 

from various IoT devices. APIs are the bridges which have IoT on one side, useful 

information and plenty of data crunching capabilities on the other side. APIs make IoT 

useful, turning limited little things into a powerful portals of possibilities. 

 

1.2 APIs are Driving the Internet of Things 
 
APIs are the inter-connector which provides the interface between the Internet and the 

Things. Java World’s Andrew Oliver [49] calls APIs “The glue and interesting part 

where the Internet of Things starts to become useful and more than a buzzword.” APIs 

are exposing the data that enables multiple devices to be combined and connected to 

solve new and interesting workflows. A solid, well-designed Machine to Machine 

(M2M) API will provide the basis for the simplified management of resources. 
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Additionally, the main advantage of such an API is that it is providing the abstraction 

layer necessary to realize the interactions between IoT devices uniformly. The starting 

point for defining the actual services for the IoT endpoints should be exposed via this 

M2M APIs. 

Inevitably the Internet of Things will need to engage with Web APIs. Of course, many 

IoT devices have been already doing this, but the current usage has become very limited 

compared to the the full potential. Currently, most of the IoT devices are connected to 

services that are created by the provider of the hardware, and so they are using private 

APIs. There are a set of companies that are providing common cloud services and 

corresponding APIs for IoT such as Xively [5]. Also there are some emerging API 

standards for IoT devices to communicate with other sources such as HyperCat [6]. 

However, the strength of the IoT will be emerged when data from multiple sources can 

be aggregated, analyzed and acted upon. This will create a much greater demand for IoT 

devices to communicate with open Web APIs. 

 
 
 

1.3 Common IoT Challenges 
 
As more and more devices are connected to the internet, however, certain recurring 

problems must be solved. Overcoming the challenges presented by the IoT is hard. 

There is a lot of protocols to know, computer engineering to do, odd legacy systems to 

deal with, and a bunch of bit twiddling. Providing an API that achieves critical mass is 

also really hard. 

 

Platform dependency and the necessity of having vast area of knowledge base are major 

issues we need to address. We can either continue to address these over and over again, 

or we can develop a common solution like a framework for the challenges introduced by 

the IoT everyday.  
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An important part of solving these problems is being addressed at the API layer. If we 

can make APIs interoperable, secure, scalable, well-documented, and discoverable, we 

have come a long way in solving many of the difficulties brought by the IoT. We also 

need to find reusable ways of building secure and persistent, real-time communication 

between these cloud-based services and the little devices running on the IoT. 

 
 
 

1.4 Problem Statement 
 
The research challenges I have identified of which will prevent us having a single self-

configurable easy set-up platform or an Application Programming Interface for IoT can 

be pointed out as below. 

 

1. What is the best architecture of the API where we have all the required modules 

at the minimal level to start off an IoT start-up? 

 

2. Does our initial system allow us to continue adding more devices as we move on 

while supporting to different types of devices to be self-configured as easy as 

plug and play? 

 

3. If the business needs to scale it up over time, does our initial product or the 

platform have all the required components which supports scaling up with a 

minimal time and effort? 

 

4. Can our system be high performance all the time? 

 

5. Does this product facilitate for a dashboard of reliable tracking and monitoring of 

the connected devices for end users? 
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Therefore, it’s clearly visible that there is a high demand and a need of having a cloud 

based API where users can plug and play with their devices with minimal installations as 

well as auto configurations up to the maximum extent given that the API is capable 

enough of supporting different types of IoT devices and sensors.  

 

At the same time the API should be able to scale up whenever there is a demand in 

compliance with the industry standard and the best practices so that the developers can 

pay more attention on their business rather than spending time to re-design the existing 

product. 

 
 
 
 

1.5 Motivation 
 
Even though there are many researches going on in this particular area of the field and 

many work have already been carried out by the other researchers, still there is a plenty 

of things left to discover. Also it’s always a challenging to deal with IoT based 

applications where everyday we see new things coming in to the market and the 

evolving industry, hence people are always in a need of getting a one single platform 

where they can easily plug and play with the new devices, sensors and so on.  

 

 

IoT will allow new business sectors to emerge and new products to be created. 

Embedded electronics and everyday objects will come together to create new products. 

When the smart devices are created to follow universal standards, it may perhaps also 

give rise to services similar to app-stores. With a number of interconnected smart 

devices available, the users will be able to buy, download and install software to get new 

functionality. 
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For manufacturers and companies, IoT will bring wide applicability in existing sectors 

and provide new opportunities. For instance, by adding Radio- Frequency Identification 

(RFID) to products, or carts moving products around, companies are able to track their 

journey through the supply-chain and monitor parameters like temperatures and bacterial 

composition. This allows retailers to keep track of their inventory in real-time and 

guarantee the required quality final products, which will benefit both companies and 

consumers. 

 

 

Smart clothes monitoring health parameters, could serve workers in the health sector and 

the patients by for instance combining various historical data to provide better 

understanding of each individual’s health. With a common underlying communication 

platform, IoT technologies will open up new business opportunities that will give rise to 

new cross-cutting applications and services. 

 

 

This area has a lot of business value as IoT is getting more popular day by day. Today 

we see there is a lot of new start-ups are coming in in to the industry focusing on IoT, 

but on the other hand they are lacking of the right resources, right guidelines towards a 

successful and a reliable platform to start off at the beginning without considering the 

facts which will come up later when the products get matured. So it’s a high cost for 

them to decide what platform they need to build their product on at the early stages in 

case if it needs a re-design or sometimes a re-engineering from the scratch. 

 

 

Having said that, the exponential growth of the new technologies and the vast number of 

opportunities over there with the current trends, Internet of things forced me to think of a 

single, reliable and self-configurable API where most of the developers are dreaming of. 
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1.6 High Level Research Objectives 
 
 
As per the research challenges I have identified and mentioned in the problem statement 

section, the following list will be the high level objectives and the outcome of my 

research. 

 

• Identify the minimal set of components and the modules for the API to have in 

order to start off an IoT based applications, 

o provides the easiness of starting the development 

o all the required modules should be there in case of scaling up later on 

 

• Identify the limitations and the possible issues we get when we want to add 

different devices from different vendors into the same system as we move on. 

 

• Design a way of avoiding such limitations and a mechanism to continue adding 

different devices whilst the API functions with high performance. 

• Design and implement configuration scripts which allow multiple IoT devices to 

be self configured up to the maximum extent as easy as plug and play with 

minimal manual inputs. 

 

• Design and implement an API which fulfils all of above objectives and supports 

thousands of devices concurrently. 

 

• Design and implement of a front end web application with a dashboard where 

users can track the devices in terms of health and related information as well as 

to generate reports as required. 
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• A comprehensive guideline and a documentation for the developers for easy 

integration. 

 

The next chapters will walk you through about how I achieved above objectives across 

this research. 
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Chapter 2  LITERATURE REVIEW 
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2.1 IoT based related work 
 
 
As many of the related research papers elaborates, the IoT is not only having a broad 

impact on our everyday life in the near future, but also create a new ecosystem involving 

a wide array of players such as device developers, service providers, software 

developers, network operators, and service users. It facilitates the entrance into the IoT 

related mass market, and establishing a global IoT ecosystem with the worldwide use of 

devices and software. 

 

Since the approaches towards an Internet of Things span various research fields. Here, I 

have summarized in particular how existing IoT based applications have usually been 

developed, what are the limitations and problems the researchers have come across, how 

they have tried to resolve them while catering for the high demand with a reliable 

services and also the opportunities that are available. 

 

2.2 Web Service Protocol for Interoperable IoT Tasking Capability 

 

Currently, IoT devices created by different manufacturers follow different proprietary 

protocols and are locked in many closed ecosystems. This heterogeneity issue impedes 

the interconnection between IoT devices and damages the potential of the IoT.  

 

To address this issue, this research [7] proposes an interoperable solution called tasking 

capability description that allows users to control different IoT devices using a uniform 

web service interface. This research demonstrates the contribution of the proposed 

solution by interconnecting different IoT devices for different applications. 
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2.2.1  Capabilities of IoT 

 

In general, the IoT has two main capabilities [7]: 

 

• Sensing capability 

 

o The sensing capability monitors devices’ statuses or the environmental 

properties of their surroundings. People can use different sensors to collect 

not only the environmental properties like temperature, humidity, and 

location information, but also the status of devices such as “On” or “Off”. 

Generally, the sensing capability allows users to remotely monitor device 

statuses and various properties through the internet, and consequently, users 

can utilize the sensor observations to support automatic and efficient 

applications [7]. 

 

• Tasking capability 

 

o The tasking capability allows other devices or users to actuate devices via the 

Internet so the users can easily control the devices to execute feasible tasks 

remotely. While the sensing capability allows users to continuously monitor 

the statuses of devices and the environmental properties, the tasking 

capability can help users to make adjustments accordingly by controlling 

devices remotely [7]. 
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2.2.2  IoT Architecture 

 

To understand and define the scope of this research, we need to look at the IoT 

architecture. As shown in Figure 2.1, four main layers can be seen as Device Layer, 

Gateway Layer, Web service Layer and the Application Layer [2].  

 

• Device Layer  

 

o Contains the devices connecting to the Internet, such as appliances and smart 

sensors. With the ability to connect to the Internet, devices can upload sensor 

observations to a web service or be controlled by users via the Internet. 

However, devices can be divided into two types. The first type of device has 

enough computation resource to directly connect to the Internet. The second 

type of device is the device that is too resource-constrained to directly 

connect to the Internet by itself. 

 

• Web Service Layer  

 

o Contains services that may receive data from gateways or directly from 

devices. Different services may provide different functionalities, such as data 

processing, data storing, data management and data querying. Application 

Layer is where applications retrieve the resources from the Web services and 

usually provide graphical user interfaces for users to operate and consume the 

IoT data. 

 

• Gateway Layer 

 

o An additional layer called the Gateway Layer is required to serve as an 

intermediate layer to connect the resource-constrained devices on one end 
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and connect to the Internet on the other end [7]. Usually, gateways act as a 

translator converting the device protocol to the web service protocol and vice 

versa. 

  

 
 

Figure 2-1 : Architecture of Internet of things 

 
 
 
 
 
 

2.3 Integrated Middleware Framework for Heterogeneous Internet of Things 
 
This paper basically talks about their journey to develop IoT framework starting from 

M2M APIs towards scalable service oriented architecture that leverages various 

opportunities to develop various applications using the same. The paper discusses about 

intrinsic characteristics of IoT with requirements of M2M APIs for IoT framework [10]. 

 

Some researchers think that IoT is for addressing physical objects and some think that 

IoT is ubiquitous with feature of “everything connected, intelligently controlled and 
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anywhere covered”. In IoT, things can be classified as into two types i.e. physical things 

which include objects, behaviors, tendencies and physical events and the virtual things 

which include entities; actions that indicate the processing of virtual things and services 

that are offered for certain goals. 

 

 

Machine to Machine (M2M) is paradigm in which end to end communication is 

executed without human intervention connecting various things to IT core network. 

Here, things involve commercial terminals that act automatically or on remote request 

[10]. 

 

2.3.1  Requirements of M2M APIs for IoT Architecture 

 

Given the heterogeneous nature of the applications and device categories targeted in the 

IoT, the M2M API concept needs to be adaptable to the capabilities and requirements of 

the specific use case and can be categorized as: 

 

• Requirements of communication 

• Requirements of device control - includes the configuration of the device as well 

as support for remotely activating, deactivating or updating the device 

• Requirements of server and client communication models 

• Requirements of device status monitoring 

• Communication failure notification 

• Device Capabilities 

 

To address these challenges, the emerging IEEE 802.11ah specifications are proposing a 

number of improvements and new features [13]. 
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2.3.2  Convergence of M2M APIs to RESTFul Web services 

 

According to the researches, we already witnessed the era of connecting machine-to-

machine. Today more communication service providers are opening infrastructure to 3rd 

party developers through open APIs. Hence API growth rate converging towards 

services from Web 2.0 is increased in past few years. 

  

• M2M 

 

o In M2M, the problem is constrained devices might not be connected all the 

time and thus they cannot immediately interact to all transactions in the 

network.  

 

• REST  

 

o REST is based on concept of resources identified by URI, hence it provides 

placeholder to M2M device to store their states and data.  

With the help of handling transactions in resource based communication, the REST 

based architecture provides efficient solution to the problem in M2M network. 
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2.4 Web API Management Meets the Internet of Things 
 

In this paper they have outlined the challenges of working with Web APIs for large scale 

Internet of Things (IoT) projects. The key aspects of Web APIs and the active 

management of them are: 

 

• Publication of metadata 

• Access control and key management aspects 

• Monitoring and Monetization of the interactions as well as throttling of usage 

They have proposed a model for solving these issues and also have outlined the creation 

of a prototype system that implements that model with evaluated performance results 

[11]. 

 

API Management is an emerging area that aims to solve multiple challenges with Web 

APIs. These challenges include [11]: 

 

• Publishing details of the APIs, documentation, SDKs and other human and 

machine-readable material in a portal aimed at developers. 

• Allowing developers to sign up, define application clients, subscribe to APIs and 

test out Web APIs. 

• Managing access control and authentication of API clients using “API keys” or 

tokens. 

• Throttling traffic to specific clients based on a Service Level Agreement (SLA) 

• Monitoring the usage of specific clients in order to be able to limit access or 

charge back for API usage. 

 

In the area of providing API management for non-HTTP protocols, there is some work 

on identity and access management. 
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However, these do not address the wider issues around API Management including 

monitoring, key issuing, developer portals, and monetization. 

 
 

2.4.1  Challenges for the Internet of Things and Web APIs 
 
There is no accurate number of connected devices, but the best estimates all agree that 

there are more devices currently than humans on the planet. Cisco forecasts that there 

will be multi billion connected devices by 2020 [12]. 

 

The available approaches in the market do not address two main aspects.  

 

1. Firstly, the Web APIs for IoT are all aiming to become the dominant or leading 

API for IoT. This is a common pattern in emerging technologies where there is a 

battle between competing standards to become dominant. However, the history 

of the Internet shows us that the power of the Web is having a heterogeneous set 

of APIs that work together in consort.  

 

2. The second issue is that many IoT devices are using low-bandwidth binary 

protocols such as MQTT and CoAP to reduce energy and work with cheaper, 

smaller components. There is very little work exploring this area. 

 

2.4.2  IoTGw - an API Gateway for IoT protocols 

 

They have built a system that allows the capabilities of existing API management 

solutions to be utilized with IoT protocols. 

 



19 
 

Following figure illustrates the overall system architecture of API Gateway for IoT 

protocols. 

 
 
 
 
 
 

 
 
 

Figure 2-2 : Overall System Architecture 
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2.5 Problems and Limitations when designing a WEB-API of IOT  
 
 
This paper talks about how different technologies like REST, cloud computing and 

embedded operating system in order to obtain mechanisms capable of self-configuration. 

As per the researches, it was possible to conclude that the Web-API proposed which 

increases useful techniques for the implementation of systems that want to run the self-

configuration as well as assist in setting up networks of computers that work with 

wireless sensors and IoT. They have proposed a new Web-API for the internet of things 

that implements a self-configuring architecture devices [15]. 

 
 
 

2.5.1  Implementation issues 
 
The paper states some problems were encountered when the implementation phase and 

only some of them have been resolved while others had to be circumvented. 

 

1. When performing communication, it was necessary to use a proxy to perform the 

communication between the client and the server using the Web-API`s 

architecture. Once configured, the proxy, it was realized that the return of the 

proxy sent messages to the client did not occur. Therefore, it was found that the 

engine of CoAP-13 that was running on the client side was not operating with 

separate response [15]. 

 

Solution: It was necessary to adapt the transaction control of Erbium, the 

programming language which had been used to implement this. That change was 

made through the creation of storage of all transactions in memory using a list of 

transactions that are now mapped mid, which is the variable responsible for the 

transaction ID. 

 



21 
 

2. The second problem was the implementation of the codes sent to the devices, 

even having received the code correctly when elf_load (file) function was called 

the ELFLOADER_NO_SYMTAB error occurred, which states that the symbol 

table was not found. [17] 

 

Solution: However, when generating a full symbol table using CoAP macros and 

other necessary overflow occurred again to the ROM memory of more than 1000 

bytes. The solution to validate the architecture was to create manually a table of 

minimum symbols for the program to be run properly. 

 
 

2.6 A Self-Configuration Architecture for Web-API of IoT 
 
The configuration and installation of devices that will integrate a large and complex 

systems within the IoT is a challenge that is time consuming and error prone, even for 

the specialists [16]. 

 

This paper aims to introduce a mechanism of self-configuration for the Internet of 

Things, where the main idea is to make easier the configuration of devices and Web-

APIs that will control the environment. 

 

2.6.1  Requirements of WEB APIs in IoT 
 
Fundamental features are described in this article in order to enumerate some of the 

concepts that can be used to serve as basis for self configuration mechanism, such as the 

form of communication with Rest (Zeng, 2011) [18], storage and standardization 

communication through the use of markup data languages (XML, YAML, JSON) 

(Xively 2013) [5]. 

 
 



22 
 

• Open source 
 
o Even though this doesn't help directly the devices, it was regarded as 

important for that in the future people will work on top of existing Web-APIs 

and make your code to be improved and become Customer self-configurable. 

 
• REST 

 
o The REST-based architecture is considered "the true architecture of the Web" 

(Zeng, 2011) [18], it is based on the concept that everything is modeled as 

resource using the HTTPURI. Thus, customers can identify the resources 

they need through the URI, manipulating them through traditional HTTP 

commands like: PUT, GET, POST and DELETE. 

 

o Another important feature is that REST works with stateless requests, 

treating each request independently, and this may not require a server to store 

session information or the status as is each of the multiple acquisitions. 

However, state full interactions can be supported in REST through the use of 

hyperlinks, so the states of the resources can be transferred by means of URIs 

for cookies or hidden fields (Zeng, 2011) [18]. 

 
• Standardization 

 
o As the APIs and the devices are usually developed in different languages, it 

must be pre-established a format of data communication between the receiver 

and transmitter and how they will exchange messages to inform how the data 

is separated and what the content within it represent. 

 
• Centralized Architecture 
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o Due to the limitations of the devices many of the activities more robust need 

to be sent to a server that has capacity to perform a greater load of processing 

and storage. Therefore, currently the Web-APIs, tend to be centered on a 

server that is able perform this type of activity and to communicate with a 

server that is receiving data and managing the devices in the network. 

 
 

• Security 
 
o In IoT, recognition of each device with the use of traditional IPs. Despite 

this, only a network identification is not sufficient to ensure the safety, it is 

necessary a profile control to inform if this equipment has access to the 

service that it is requesting. As in IoT these services are provided by APIs, 

the controls of inflows are usually made by API-Keys. 

 
 

• Self-configuration 
 
o The autonomic computing is inspired in the human being’s nervous system. 

Its main objective is to develop applications that can self-according to 

guidelines imposed by human beings at a high level. Thus with the policies 

established at a high level it is possible to make the systems self-reliant to 

self- configure, self-healing, self-optimization and the self-protection 

(Kephart, 2003) [19]. 

 

o This is also responsible for automated configuration of system components, 

with it the system will automatically adjust and it always will adjust based on 

policies of self- configuration. The self-optimizing components and systems 

continually seeking opportunities to improve their own performance and 

efficiency.  
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Self- healing the system automatically detects, diagnoses and repairs 

problems of software and hardware located. The Self-Protection system 

automatically if defends against malicious attacks or cascading failures. 

 
• Code-source Device 

 
o As each device needs to communicate with the Web-API through the REST, 

many of these offer codes-sources for which the user copy and paste in 

Integrated Development Environment (IDE) responsible for programming the 

device. It is important to realize that although there may be a useful source 

code available for the used equipment perform the copy and paste codes for 

multiple appliances can be an arduous task and subject to errors even for the 

specialists, once that may exist dozens of these to be configured in a single 

environment. 

 
 

• Storage 
 
o As the WEB-APIs are on a server that contains high processing power and 

storage capacity, they are usually responsible for the storage of data that is 

captured and transmitted by devices. For this reason, it is used the concept of 

Feeds (system risers). These feeders are a specific part of the API that works 

with the reading and writing of data from the system. 

 

2.6.2  Related work 
 
 
This paper talks about the main existing Web-APIs and what features they have related 

to the requirements that were previously seen. 
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2.6.2.1  ThingSpeak 
 
ThingSpeak is an API for "Internet of Things" open- source that stores and retrieves data 

from devices using the Hypertext Transfer Protocol (HTTP) over the Internet or simply 

of a LAN (Local Area Network). With this API it is possible to create applications in 

sensors for data records in a given environment, tracking, location and social networks 

of "things" (ThingSpeak, 2013) [20].  

The data manipulation occurs by means of its channels, which have eight fields to be fed 

with data numeric and alphanumeric pagers, in addition to fields such as latitude and 

longitude, elevation and status. 

 

2.6.2.2  NimBits 

 

It is a collection of software components designed to record data of time series, such as 

for example, the changes in temperature read by a given sensor (NimBits, 2013) [21].  

This API has the drive of events (triggers) during the recording of data. In This way, it is 

possible to perform calculations or trigger alerts along with your receipt. 

 

2.6.2.3  Cosm 

 

This tool (formerly called Pachube) was developed to be a platform as a service (PaaS) 

for the Internet of things. With it, you can manage multiple devices through the RESTful 

resources, thus it is possible to deal with all the components of the API (Feeds, triggers, 

datastreams and datapoint) using commands via HTTP URLs. 

 

2.6.2.4  SensorCloud 
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The SensorCloud is a tool storage for sensors "things". SensorCloud provides a Rest API 

to allow the upload of data to the server. The API implementation is based on patterns of 

HTTP commands. Soon, it is easily adapted to any platform (SensorCloud, 2013) [22]. 

 

2.6.2.5  Evrythng 

 

It is a platform for powering applications or services directed by dynamic information 

about physical objects. Your goal is that all things must be connected, thus sets a world 

where all 'Thng' have a digital presence of assets on the Internet, even in social networks 

if desired, allowing the rapid development of Web applications using real-time 

information flowing from, any object in the world (Evrythng 2013) [23]. 

 

2.6.2.6  iDigi 

 

It is a platform in the cloud for managing network devices. It offers management 

gateways and endpoints on the network. It presents security policies of leaders in the 

industry, and great scalability for the exponential growth of devices on the network 

(Etherios, 2013) [24]. 

 

2.6.2.7  GroveStreams 

 

GroveStreams is one of the most powerful platforms in clouds capable of providing real-

time decision making for millions of users and devices. Among several of its qualities is 

the code generation per device. In this API it is possible that when you choose your 

device and the function that it will play a code that can be used to synchronize the device 

with the API is generated, thus there is only a need to copy this code paste in compiler 

used by the device and send to motto for which the code was generated (GroverStream, 

2013) [25]. 
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2.7 Ad Hoc Networks 
  
 
Daniele Miorandi [45] presented a survey article giving an overview of IoT and its 

research challenges. They see IoT as a major trend that may represent the next big leap 

forward in the Information and Communication Technologies sector. 

 

 

They refer to as smart devices as physical objects associated to at least one name or 

address with communication abilities. In addition to that, it should possess a unique 

identifier and may also be able to sense physical phenomena. 

 

 

In this paper they talk about the Security in IoT in terms of Data confidentiality, Privacy 

and trust aspects. Security represents a critical component for enabling the widespread 

adoption of IoT technologies and applications. Without guarantees in terms of system-

level confidentiality, authenticity and privacy the relevant stakeholders are unlikely to 

adopt IoT solutions on a large scale.  

 

 

In early-stage IoT deployments, security solutions have mostly been devised in an ad-

hoc way. This comes from the fact that such deployments were usually vertically 

integrated, with all components under the control of a single administrative entity. In the 

perspective of an open IoT eco-system, where by different actors may be involved in a 

given application scenario a number of security challenges do arise. In this section, we 

aim at revising and discussing the major security challenges to be addressed to turn 

Internet-of-Things technology into a mainstream, widely deployed one. 
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2.7.1  Data Confidentiality 
 
Data confidentiality represents a fundamental issue in IoT scenarios, indicating the 

guarantee that only authorized entities can access and modify data. This is particularly 

relevant in the business context, whereby data may represent an asset to be protected to 

safeguard competitiveness and market values. 

 

In the IoT context not only users, but also authorized objects may access data. This 

requires addressing two important aspects, 

 

 

1. The definition of an access control mechanism 

 

2. the definition of an object authentication process with a related identity 

management system 

 

2.7.2  Privacy 
 
 
Privacy defines the rules under which data referring to individual users may be accessed. 

The main reasons that makes privacy a fundamental IoT requirement lies in the 

envisioned IoT application domains and in the technologies used. Health-care 

applications represent the most outstanding application field, whereby the lack of 

appropriate mechanisms for ensuring privacy of personal and/or sensitive information 

has harnessed the adoption of IoT technologies.  

 

 

In addition, in the IoT vision, a prominent role will be played by wireless 

communication technologies. The ubiquitous adoption of the wireless medium for 

exchanging data may pose new issue in term of privacy violation. In fact, wireless 
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channel increases the risk of violation due to the remote access capabilities, which 

potentially expose the system to eavesdropping and masking attacks. Hence privacy 

represents a real open issue that may limit the development of the IoT. 

 

2.7.3  Trust 

 

 

The concept of trust is used in a large number of different contexts and with diverse 

meanings. Trust is a complex notion about which no consensus exists in the computer 

and information science literature, although its importance has been widely recognized. 

Different definitions are possible depending on the adopted perspective. A main problem 

with many approaches towards trust definition is that they do not lend themselves to the 

establishment of metrics and evaluation methodologies. 

 

 

In this paper they have illustrated the security challenges come in Internet-of-Things in a 

single frame as below. 
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Figure 2-3 : Graphical representation of security challenges in Internet-of-Things 

 
 
Summarizing, the open research challenges in terms of privacy-preserving mechanisms 

for IoT, as reported in above Figure 2-3 are given by: 

 

• Definition of a general model for privacy in IoT 

 

• Development of innovative enforcement techniques, able to support the scale and 

heterogeneity characterizing IoT scenarios. 

 

• Development of solutions that balance the need of anonymity presented by some 

applications with the localization and tracking requirements of some other ones. 

This entails the definition of privacy policies, that specify under which 
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conditions it is possible to identify and localize a smart object. Moreover, it 

needs to specify when it is possible to access sensitive data. 

 

2.8 RESTful Sensor Data Back-end 
 
 
This paper [47] provides how PHP can be used to implement a RESTful back-end API 

for Internet of things. They talk about the benefits of REST from an IoT perspective 

which is easily apparent, as it is a relatively lightweight approach to building 

intercommunicating services while also being fully-featured in the sense that there are 

not many things that can be done with Web Services that can't be realized with a 

RESTful software architecture in one way or another.  

 

Furthermore, REST itself is not a "standard” as there will never be a formal W3C 

specification for REST, for example. A concrete implementation of a RESTful 

distributed service always follows the following four key design principles: 

 

• Resources expose easily understood directory structure-like URIs. 

• Transfer JSON or XML to represent data. 

• Messages use HTTP methods explicitly (GET, POST, PUT, DELETE) 

• Based on stateless interactions. No client context information is stored on the 

server between requests. 

Some of the main benefits of implementing a RESTful service for the Internet of Things 

are as follows: 

 

• Platform-independency 

• Language-independency 

• Standards-based (e.g. HTTP) 

• Easy to work with firewalls 
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To outline the structure of the LAMP-based first version of the prototype, a diagram 

illustrating the main components is given in following figure. 

 

 
 

Figure 2-4 : Overview of the first PHP-based RESTful IoT Back-end prototype 

 
 
Utilizing RESTful architectures in the context of IoT or M2M applications is nothing 

new in and of itself. Indeed, others have successfully designed approaches for such 

systems before based on REST. 

 
The SlimPHP micro-framework proved to be an excellent tool in alleviating many of the 

problems and concerns with plain PHP-code or the heavier full-scale PHP frameworks, 

but as running PHP as the back-end code still required separate underlying Web server. 
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2.9 WSO2 IoT Server 

 

WSO2 IoT Server is a comprehensive open source IoT solution which was released to 

public very recently even after I started this research. It enables enterprises to manage 

their mobile and Internet of Things (IoT) devices.  

 

The WSO2 IoT platform is a combination of the following areas: 

 

• Core offering  

 

The IoTS core offering is centralized around device management focusing on 

device plugins, event stream management and more. 

      

• IoT Analytics 

 

The data gathered via the devices are analyzed to produce information that will 

be useful to the end-user. 

      

• Extended Platform 

 

WSO2 IoTS can then be extended so that it can be used with the integration, 

machine learning, workflows and many other areas.   

 For example, the extended platform will involve the WSO2 Business Process Server 

(BPS) to handle the workflows and business processors in an organization [27]. 

 

WSO2 IoT Server is another product which was built on top of WSO2 Carbon therefore 

all the features come along with Carbon will be inherited on this too. All its capabilities 

are exposed through industry standard Swagger annotated REST APIs. It allows device 
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manufacturers to create their own device types and enroll and manage them securely. It 

is designed in a way to protect both devices as well as its data. It also provides analytics 

capabilities to gather sensor data, visualize them real time, identify patterns and convert 

these to responsive action. You can also extend its capabilities to securely manage 

mobile devices [27]. 

 

WSO2 IoT Server (IoTS) provides the essential capabilities required to implement a 

scalable server-side IoT Platform. These capabilities involve device management, 

API/App management for devices, analytics, customizable web portals, transport 

extensions for MQTT, XMPP and much more. 

 

 

2.9.1  Architecture  

 

WSO2 IoT server has first started out as a complete platform to manage mobile devices 

and later evolved to a more complex system by incorporating capabilities to manage 

mobile devices as well as all types of IoT devices. The initial release came with the 

ability to manage Android and iOS, and Windows mobile device management and 

application management was added later [28]. 

 

Following figure illustrates the architecture of WSO2 IoT server. 
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Figure 2-5 : High level System Architecture of WSO2 IoT Server 
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2.9.2  Limitations for the target group 
 
As stated in WSO2 IoT server system requirements page, prior to installing any WSO2 

Carbon based product, it is necessary to have the appropriate prerequisite software 

installed on your system. You need to make sure that your environment has the 

supported operating system and development platforms before starting the installation 

[29]. 

 

 

Following platform level limitations can be found at their official System Requirements 

page [29] where small start-ups will not be capable enough of providing all the time at 

their initial stages. 

 

• “All WSO2 Carbon-based products are Java applications that can be run on any 

platform that is JDK 7 or 8 compliant. Also, we do not recommend or support 

OpenJDK.” 

 

• “All WSO2 Carbon-based products are generally compatible with most common 

DBMSs. The embedded H2 database is suitable for development, testing, and 

some production environments. For most enterprise production environments, 

however, we recommend you use an industry-standard RDBMS such as Oracle, 

PostgreSQL, MySQL, MS SQL, etc. Additionally, we do not recommend the H2 

database as a user store.” 

 

• “It is not recommended to use Apache DS in a production environment due to 

scalability issues. Instead, use an LDAP like OpenLDAP for user management.” 
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Chapter 3  METHODOLOGY  
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3.1 Proposed Solution 
 
The primary objective of this research is to identify the minimal set of components and 

the modules for implementing a light weight, developer assistive API which is easy to 

start the development as well as supports scaling and allows easy integration with 

different IoT devices with a minimal configuration as a single platform. Therefore, the 

intended methodology will require a proper analysis and an identification of the minimal 

list of components and modules for the API in order to support scaling and the other 

objectives. This analysis will have a list of possible issues and challenges, performance 

barriers and modeling issues and also the technical limitations and relevant workarounds 

to overcome them. 

 

Initially identified components and modules: 

 

Module Name Description 

API Services All the service end points exposed to out side 

Databases All the database connections / DAO layer 

Consumers Everything related to other consumers this API 

consumes 

Helpers Helper functions 

Middleware Middleware functionalities / Authentication & 

Validation functionalities 

Utilities All the utility functions 

Tests Unit testing modules / Mocked data 

Configurations All the configuration JSONs  

Cluster Support Node JS Cluster modules 

Git Hooks / ES Lint Code quality matrices 

Deployment Scripts Deployment scripts / CI CD scripts 

 
Table 3-1 Initially identified modules 
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Based on the results of the initial analysis, this intended methodology will have a 

comprehensive architecture for the API. All the instructions required for installing and 

initial configurations will be scripted and stored in a common space in cloud so that any 

agent can make an API call for fetch the relevant configuration script.  

 

 

Following figure provides a representation of the proposed high level architecture 

design and more descriptive diagrams will follow. 

 
 
 
 
 

 
 

Figure 3-1 : High-level Architecture of the system 
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Device 1 to Device n represents the IoT layer which can be a sensor, a camera, smart 

home unit or a similar device which will connect to an Agent and will send data to the 

API periodically. 

 

3.2 Components 

 

As stated in Figure 3.1 the main components of this proposed solution are described as 

below.  

 

3.2.1  Cloud API 

 

o Includes all the API endpoints for IoT devices to connect and 

communicate, Database CRUD operations and serving the configurations 

scripts for devices to be self configured. This will also have framework 

level scaling support following industry level best practices. 

 

3.2.2  Front End Dashboard 

 

o This is a web based front end application which facilitates for tracking 

and monitoring all the connected devices. This application will display 

alerts, warnings based on the device health as well as it sends 

notifications where an anomaly device is detected. 

 

3.2.3  Device / Agent 

 

o This unit will be a minimal version of the same API as Cloud API which 

allows different type of IoT devices (example: sensors) to be registered 
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and connected with the Cloud API. Once the registration is done this can 

send data to Cloud API periodically. Single Agent can have one or more 

IoT devices connected to it as applicable. 

 

3.3 Cloud API 

 
The main and most important component of this IoT platform is the Cloud API. This 

API should have following capabilities in order to fulfil research objectives. 

 

1. API should be light weight as well as developer friendly so that small start-ups 

don’t hesitate to start off with it.  

 

2. Architecture should be solid and should support elasticity, Auto scaling and 

micro services with minimal time and effort so that there is no re-engineering as 

and when the business grows up.  

 

3. API should provide RESTFul services for IoT Agents to register with it and 

should be able to receive and process data with high performance. 

 

4. API should provide RESTFul service end points for any Front End Web 

Application to be connected and fetch monitoring and health diagnosis 

information of the connected devices and relevant analytics data as well as 

generate reports as required. 

 

5. API should resolve the common problems come in to picture when scaling such 

as session management, data consistency, high availability of the services and so 

on. 
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3.4 Technology stack 

 

Considering the target group in which I am trying to address across this research and 

also the potential capabilities comes by default, Node JS seems to be the best approach 

for this API as the tech stack. Node JS has a massive open source community support 

available through NPM.  

 

3.4.1  Node JS 

 

Node.js is an open source JavaScript-based platform built on top of Google Chrome's 

JavaScript V8 Engine [40]. As it provides an event-driven architecture and a non-

blocking I/O API making it very lightweight and efficient it is especially suitable for 

building data-intensive real-time applications that are scalable and run across distributed 

devices. Node.js facilitates the creation of highly scalable servers without using 

threading by using a simplified model of event-driven programming and providing a rich 

library of various usable JavaScript modules greatly simplifying the development of 

distributed applications. In the following, some of the key benefits of Node.js for IoT 

applications are listed. 

 

There are some other benefits for start-ups to go ahead with Node JS over any other tech 

stack, 

 

• Node JS has a fast code execution due to the underlying Google Chrome's V8 

JavaScript Engine and it has been released under the open source MIT license. 

 

• All Node JS applications uses “Single Threaded Event Loop Model” architecture 

to handle multiple concurrent clients 
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• The event driven asynchronous API ensures that the server never needs to wait 

for an API to return data. 

 

• Highly scalable single threaded event mechanism scales better to a larger number 

of requests than traditional servers. 

 

• When it comes to IoT there can be lots of various readings, so the application is 

essentially IO bound where Node JS gives much advantage. 

 

• Relatively small code base and Regression happens quite easily. Most 

importantly Node JS helps Rapid Application development. 

 

• Easy support for deployment tools and process management platforms like PM2 

where it makes production deployments and scaling pretty easy and manageable. 

 

3.4.2  JSON 

 

A REST API needs to consume and produce data, encoded in a consistent manner. 

Whilst many choices exist (XML, YAML, etc.) a popular choice is JSON. JSON is well 

suited to data that needs to be both human and machine-readable. JSON data is, 

arguably, easier for a human reader to understand than XML; and can also be easily 

parsed by a computer. Tools and libraries to parse JSON exist in all major programming 

languages and environments. 

 

JSON’s key-value pair format is ideal for use with regular parametric data such as may 

be produced by a sensor device, or transmitted as a command-and-control message to a 

device or actuator. 
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From Node or another JavaScript implementation JSON data is already in the native 

format & as such requires no further parsing unlike, for example, XML. 

 

3.4.3  Mongo DB 

 

The advantage of the use of a document-oriented database, such as MongoDB is that it 

offers a dynamic schema rather than a fixed one [43]. This means that if the data 

structure of the database is required to change, as a result of needing to store additional 

parameters; new data with a different structure can be accommodated within the 

database, alongside earlier data, without the need to perform large scale data 

manipulation on the whole database. 

 

MongoDB is also a good choice for storing JSON encoded data. MongoDB internally 

stores data in an efficient binary JSON format which allows for quick and easy import 

and export. It is also ideally suited to storing and processing large volumes of data. It 

can scale to thousands of nodes and petabytes of data [43]. 

 

MongoDB also exhibits better runtime performance for simple operations at a small-

scale (single node), than Microsoft SQL Server Express [44]. 

 

3.5 High Level Modular Architecture 

 

It is always a good practice to keep things simple and modular. This makes anything to 

be more readable and extensible.  

 

In the high level architecture of this proposed approach, it can clearly be seen that 

almost all the major components are modularized as easy as to be separated out. Many 
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elements such as parameters, headers, and responses are shared among paths. Thus an 

enormous number of lines of code can be saved if proper re-use of components is used 

in the swagger specification [50]. Thus all shared definitions, models and parameters are 

reused. Code Reuse not only prevents inconsistencies and errors but also increases 

readability and extensibility. 

 

 

 

The high level modularized architecture of the API is shown in the following figure. 

 

 

 
 

Figure 3-2 : Modular Architecture of the API 
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3.6 How does this work? 
 

This system will have two main registrations: 

3.6.1  IoT devices registration 

 

When an IoT device wants to connect to the system it should register with its agent API. 

That registration is done by sending an authorized request and it’s a token based 

authentication. After a successful registration the agent is ready for registering with the 

cloud API. 

 

3.6.2  Agents registration 

 
Now the agent will make a register call to the cloud API. Once the Cloud API returns 

the success code of REST [i.e. 200] it states that the request is authorized.  

Then the required configuration modules, installations scripts will be started to 

download based on the information requested from the agent. This is specific to each 

device and it will depend on the vendor and the device types.  
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Figure 3-3 : Registration process 

 
 
Once the agent who has a set of devices that has been successfully registered and 

configured with it, the set up is ready to function. 

 

 

Next important task in this solution is to design and implement a front end web 

application which is more like a dashboard where users can track all the connected 

devices’ health and monitor them on demand. React JS will be used for this application 

as it supports latest web browser rendering strategies, easy development as well as high 

performance. 

 

This dashboard will have all the reports so that users can take some decisions based on 

the collected data.  
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Also a comprehensive guideline and a document will be provided for developers to 

make the integration as easy as plug and play. 

 

3.7 Evaluation Plan 

 

This proposed methodology can be evaluated by under three main categories in terms of 

API performance, ability to scale and the accuracy of the configuration scripts for 

different IoT devices.  

 

3.7.1  API performance 

 

API can be tested with a high load of requests created intentionally on virtual 

nodes in order to make sure it’s responding as expected. In that case we can 

ensure that the congestion controller layer (queue manager) is capable enough of 

catering a large no of requests at a time.  

 

Also we should be able to get the upper limit of no of requests where the API is 

getting failed to respond so that scaling can come to the action. 

 

3.7.2  Ability to scale 

 

When the business gets much traction it’s clear that the system needs to be scaled 

up with a minimal time and an effort.  

 

This proposed solution, we can consider a horizontal scaling mechanism by 

deploying in multiple servers with different database replications. This artifact 

can be evaluated by doing a critical architecture analysis along with current 
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trends and industrial best practices so that we can see the level of scaling ability 

as well as performance trade-offs if there is any. 

 

3.7.3  Accuracy of the configuration scripts 

 

This is kind of a tricky section but we can stick with the original configuration 

scripts provided by each vendor/OEM so that we can guarantee that the system 

will support for the devices to be self-configured as much as possible. 

 

In this research, for the actual implementation of this methodology I have mocked the 

IoT device registration and data collecting layer assuming that the API receives the 

device data as expected so that I can focus more on the API performance and Scaling 

capabilities of the API.  

 

When it comes to small start-ups the common problems they are having at their early 

stages is to select the right platform at the right time without worrying much and 

spending more time and money for analyzing available platforms. Since my main target 

group is someone who is lacking of such a platform, this research has skipped the 

configuration of IoT device layer and it has been paid more attention on resolving API 

level issues. 
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Chapter 4  SOLUTION ARCHITECTURE AND 
IMPLEMENTATION  
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4.1 Solution Architecture 
 
The proposed solution will have the following system architecture in components level 

for the Cloud API. This will be same as for the Agent API also, but in small scale. 

 

This architecture has been designed by considering a lot of industry level best practices. 

A few of major items can be highlighted such as; 

 

1. Having a Daemon for initializing all the background services and handling their 

life cycles. 

 

2. De-coupling all database related stuff so that database level scaling can be done 

easily. 

 

3. Having a separate layer for managing the request load 

 

4. De-coupling Authentication & Authorization as a middleware 
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Figure 4-1 : Components diagram of API 

 

4.2 Implementation 
 
All JavaScript files in source root are trans-piled to be able to run on NodeJs V6. The 

root contains four modules, server, app, deamon and eslintrc. The server module creates 

the HTTP server and listens on port specified in platform config specific to the running 

environment. This also will kick start the daemon services and the ExpressJs application. 

The daemon services that run independent of the HTTP server are keeping all the 

required clients alive.  
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The app module defines the ExpressJs app configurations. All global express middle-

ware are used within this module. The eslintrc module defines all the lint rules specific 

to the sources root. Services that are running independent of the ExpressJs app are 

initialized within Daemon module.  These services include all daemon services that 

should be instantiated before starting the https server, or that can be initiated 

asynchronously. 

 

4.2.1  Cloud API 

 

The next figure illustrates how components are built and structured in Cloud API in 

order to be easy scalable, minimal configurations for kick off start-ups without 

considering much things at the beginning.  

 

 
 

Figure 4-2 : Source Structure of Cloud API 
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This source will have all the required best practices such as code commit hooks, 

standard rules for following better coding practices and so on. 

 
 
 

4.2.2  Agent API 
 
 
Following figure illustrates the source structure of the minimal version of Agent API. 

 
 

 
 

Figure 4-3 : Source Structure of Agent API 
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4.3 How does Scaling work? 
 
 
The proposed API can be scaled up in components level as illustrated in following 

figure.  

 

The boundaries are to show case what are the components from this system can be easily 

taken out and served in different/multiple instances depending on the deployment 

environment. Those instances can be AWS EC2 instances, local server machines or data 

centers.  

 
 

 
 

Figure 4-4 : Components level scaling architecture 
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4.3.1  Database layer 
 
Multiple Databases can be hosted in different servers as Master/Slave backing up 

mechanism and replications so that it will avoid single point of failure as well as the data 

will be secured and available when a failure happens. 

 

Also this separation provides an added advantage where we can have a proxy for 

different Databases with different connections so that it will allow the system to use a 

new database system on demand without touching any of the other sections of the API. 

 

4.3.2  Configurations Scripts store 

 

A cloud storage (ex: AWS S3 bucket) can be used for storing all the configurations 

scripts so that those scripts will be available for downloading as and when they are 

requested from the client level. 

 

4.3.3  API Service layer 

 

Horizontal scaling can be applied here to scale this layer with a minimal time and effort. 

Since the modular architecture contains everything required as modules the separation 

can be initiated and maintained easily.  

 

Docker containers come in to the picture as the first option, but Clustering with Node JS 

is also another possibility for approaching this. But how we do it and when we do the 

scaling will depend on the business requirement of the application. 

 

4.3.4  Congestion Controller / Queue Management Layer 
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This module will be extracted only in very large systems where performance really 

matters, otherwise this module can be combined with API level for most of the cases.  

 

This layer takes care of all the requests in terms of handling congestion, request traffic 

and it makes sure that no request will get skipped or ignored. Depending on the requests 

load even another industry level queue management NPM module can be integrated 

easily with the system.  

 

4.3.5  Front End Application 

 

This is a React JS application and can be served from a different AWS instance as well 

as the same instance where the API is running. There will be a Backend for the Front 

end of application and it does the most when it comes to User Authentication. Almost all 

requests to Cloud API from Front end WebAPP are proxied using a middleware known 

as cloud-api proxy. 

 

Apart from that, React Scripts infused with WebPack is used to bundle a production 

optimized build, ready for deployment. I have also made an effort to write a handy set of 

NPM and Gulp scripts which could drop development and CI/CD efforts enormously 

which is applicable for API deployment too. For instance, if we need to migrate from 

GOCD to Jenkins for CI, it only requires copying the relevant npm scripts. 

 

When it comes to small scale start-ups this area is something they are lacking of at their 

initial stages. This proposed architecture boosts up the development as it takes care of all 

the developer best practices and assists developers to go beyond their knowledge.  
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4.3.6  Analytics Engine 

 

When the business gets much more traction this module will add a huge value in to the 

system where we can take certain business decisions based on the analytics data we 

gather within the system. 

 

This module can also be dockerized and made available easily so that the API will use 

this engine as and when it’s needed. 

 

 

As described above at each module level, the scaling of the system will not be a re-think 

or re-engineering effort whenever the business requires a scaling up. It is just a matter of 

following the instructions provided along with the system. 

 

4.4 Sample Results 

 

This section will have the results of proposed system. For easiness of implementation 

and obtain practical results, some of the functions have been mocked due to the 

limitation of actual IoT sensors. 

 

These results are based on a mocked LM-35 temperature sensor [26, 37]. 

 

 
 

Figure 4-5 : LM-35 
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4.4.1  How will Agent send data? 
 
When the agent API is started it will register with the Cloud API and will look for active 

sensors which are trying to connect and register. So once a device is registered it will 

send the data as follows. 

 
 

 
 

 Figure 4-6 : Console logs when agent sends data to Cloud API  

 
 

4.4.2  How will Cloud API receive data? 
 
 
At the same time the Cloud API will receive the same set of data as follows. 
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Figure 4-7 : Console logs when Cloud API receives the same data 

 
 

4.4.3  How will Database save data? 
 
 
If we cross check the database (in this case it’s Mongo DB) it will show the received 

data as follows. 
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Figure 4-8 : Database snapshot of current data set 

 
 

4.5 Best Practices 
 
Following list describes the industry level best practices which have been applied 

through out this research and the implementation of the proposed system. 

 

• UI components of the front end wed application are tested using Jest [51] and 

Enzyme[52]. 

 

• A custom helper component can be implemented to make testing of components 

which use React Router and Redux [53] to be much simpler. 
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• Reducers are tested using Jest and Deep Freeze to avoid accidental state 

mutations. 

 

• For the backend modules, mocha and chai are used with sinon [54] as the test-

double choice. Supertest [55] is another good solution for writing integration 

tests. 

 

• As this system is heavily using metadata files for configurations and similar 

needs, we use the popular JSON Schema spec for testing the large metadata files. 

 

• Unit test code coverage tools can be used for generating the code coverage 

reports. 

 

• A carefully handpicked set of strict ESLint rules are used for maintaining code 

quality. SonarQube is also used as a more advanced complementary tool for 

eslint. 

 

• Pre-Commit and Pre-Push hooks are also set up to prevent common mistakes by 

developers. 

 

• Swagger is used for generating API docs as it’s enforced to use proper JS Docs 

in the code. 
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Chapter 5  SYSTEM EVALUATION  
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Since we have a thousands of different IoT devices from various vendors it’s hard to 

evaluate in terms of the Accuracy of the configurations scripts. Therefore, considering 

the easiness of implementation and evaluation of the system, the IoT layer has been 

mocked so that we don’t have to worry about the sensor data. 

 

In system evaluation I have mainly focused on the ability to scale and API performance 

aspects.   

 

5.1 How was the evaluation done? 

 

With the rising number of IoT devices, the API can reach its resource limits. Therefore, 

the Congestion controller was introduced for handling the request queue and respond 

fast. I have come up with a highly customizable congestion control mechanism which 

uses the concepts such as memorization, throttling and queueing to control heavy spikes 

of the load. While the dirty-checkers can be written by hand, there are several inbuilt 

dirty-checker templates which make the solution even smarter.  

 

One of the main advantages of having Node JS is we can utilize industry standard NPM 

modules with a very few lines of codes, but with a massive gain. 

 

The best way to understand the benefits of this technique is to compare the prior and 

subsequent load average graphs. For this API I have made a high load of requests 

created intentionally in order to make sure it’s responding as expected. In that case we 

can ensure that the congestion controller layer is capable enough of catering a large no 

of requests at a time. Also we should be able to get the upper limit of no of requests 

where the API is getting failed to respond. 
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5.2 Tools used for the evaluation 

 

I have used K6 as the main tool for performance evaluation of this Cloud API [30]. 

 

K6 is an open source project aimed to provide the ability to test the performance of your 

backend infrastructure. Its written using Go and JavaScript. K6 is a modern load testing 

tool built on the experience of LoadImpact [32]. It is not the first tool that come up in the 

Google search results. But it’s simplicity and ability to export data to InfluxDB to be 

visualized by Grafana makes it a powerful tool to load test your application [33]. 

 

 

5.2.1  How K6 works? 

 

K6 uses the concept of virtual users (VU). You can have a multiple number of virtual 

users which runs the test script in parallel. Test scripts can be written for your 

application using modern ES6 syntax [31]. 

 

For testing the Cloud API with K6, I created 10 virtual users who send a request per 

second within for 5 seconds window using the following sample script. 

 

The test script used for this load test can be found here: 
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When it was run the results were seen as below. 

 

 
 

Figure 5-1 : 10 Virtual users send request per second for 5 seconds 

 
Following table shows the matrices produced by K6 [34]. 

 

Matric Description 

http_req_blocked Time spent blocked (waiting for a free TCP connection slot) before 

initiating request 

http_req_connecting Time spent establishing TCP connection to remote host 

http_req_sending Time spent sending data to remote host 

http_req_waiting Time spent waiting for response from remote host 
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http_req_receiving Time spent receiving response data from remote host 

http_req_duration Total time for request, excluding time spent blocked 

(http_req_blocked), DNS lookup (http_req_looking_up) and TCP 

connect (http_req_connecting) time 
 

Table 5-1: K6 Built in Matrices 

5.2.2  Sample Evaluation Results for API Performance  

 

 

Following set of screen shots will show the values I obtained for 1000 virtual users who 

send a request per second for 10 seconds time window and I repeated the same action for 

4 times with a 1-minute rest. 

 
T=1 
 

 
 
 
T=2 
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T=3 
 

 
 
T=4 
 

 
 

Figure 5-2 : 1000 Virtual users send request per second during 10 seconds for 4 times 

 
 

Since the same load is applied for multiple times the data_received and data_sent values 

should be same in all four cases. 

 
When the results are considered in terms of average values following graphs can be 

drawn. 
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Figure 5-3 : Average values for 1000 users , send requests during 10 Seconds for 4 times 
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These graphs clearly show that the increasing number of requests make a trend for 

overall request duration as expected but the difference of two adjacent points are around 

1 second which is a really good figure. 

 

Some other researches has shown [41] that a Node server significantly outperforms both 

Apache and Nginx [42] for serving dynamic content. Also the implementation of 

JavaScript in Node JS is more than 2.5 times faster than the more traditional PHP 

approach, by efficiently utilizing available hardware. 

 

 

5.3 Ability to Scale 

 

This API was tested in terms of its scaling ability by using Node JS Clustering module 

with PM2 clustering feature. 

 

5.3.1  What is PM2? 

 

PM2 is a production level process manager tool specially built for Node.js applications. 

PM2 comes with a built-in load balancer where it allows the application to be kept alive 

forever. PM2 allows the application to be reloaded with zero-downtime as well as it 

facilitates common system admin tasks too [38]. 

 

 

The next series of figures will show the numbers I obtained by putting the same load 

intentionally as 1000 virtual users sending requests within 10 seconds duration for 1 

cluster, 2 clusters, 4 clusters and 8 clusters respectively. 
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5.3.2  Sample Evaluation Results in terms of Scaling ability 

 

Started the API using PM2 in the cluster mode on a single instance. 

 
 

 
 

Figure 5-4 : PM2 shows a single node process is running in cluster mode 

 
When the htop tool is executed it shows the API process is running as below [39]. 
 
 

 
 
 

Figure 5-5 : HTOP shows how the CPU and the memory are utilized for single node process 

 
Once the manual load is applied through K6 on the single instance following results 

were obtained.  
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Figure 5-6 : Average values for 1000 users , send requests in 10 Seconds in a single instance 

 
 
The same practical was repeated for the same API running in cluster mode on 2 

instances on PM2 and the results were shown as follows. 

 
 

 
 

Figure 5-7 : HTOP shows how the CPU and the memory are utilized for two node processes 

 
 

 
 

Figure 5-8 : PM2 shows that 2 node processes are running in cluster mode 
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Figure 5-9 : Average values for 1000 users, send requests during 10 Seconds in 2 instances 

 

To see the results in 4 instances, the same practical was performed on 4 instances as 

below. 

 

 
 

Figure 5-10 : HTOP shows how the CPU and the memory are utilized for 4 node processes 

 
 

 
 

Figure 5-11 : PM2 shows that 4 node processes are running in cluster mode 
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Figure 5-12 : Average values for 1000 users , send requests during 10 Seconds in 4 instances 

 
Finally, the same thing was performed on 8 instances to see the results. 
 

 
 

Figure 5-13 : HTOP shows how the CPU and the memory are utilized for 8 node processes 

 
 

Figure 5-14 : PM2 shows that 8 node processes are running in cluster mode 
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Figure 5-15 : Average values for 1000 users, send requests during 10 Seconds in 8 instances 

 
 

These figures give a clear idea about the practical I performed in order to measure the 

scaling ability of the API.  

 

When the data_received and data_sent values are taken in to a bar chart the variance can 

be seen clearly as below. 
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Figure 5-16 : Sent and Received data variation against number of clusters 

 
As per the results in above figure 5-8, it’s clear that 2 clusters double the amount of data 

being treated by the API than in 1 cluster.  It increases more when we have 4 clusters but 

when it comes to 8 clusters the number will be a bit lower. That latency can be explained 

easily as it is a self introduced delay by the clusters because the workers will take a time 

when distributing the load among other workers.  

 

So in that case running the API on 4 clusters would be the best case in terms of high 

performance.  
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Chapter 6  CONCLUSION 
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In the last few years, IoT technologies have been developing rapidly. Hence IoT cloud 

can provide enhanced services and effective utilization of resources for the end-users 

with the help of cloud technologies. 

The goal of this research is to make building of Internet of Things applications 

significantly easier. My goals were to come up with a solution that would empower 

developers by hiding protocols details, to embrace system heterogeneity rather than 

avoid it and simplify service management and scaling by allowing decisions to be made 

autonomously by the runtimes. 

6.1 Research Contributions 

I have proposed an architecture for IoT applications that simplifies the Web of Things 

idea by merging IoT and cloud through a RESTful web service.  

From an IoT based start-up perspective, this API resolves a few major challenges at the 

starting stage of building IoT applications. In particular, it is a way of consolidating the 

micro-service trend with single-purpose small devices waiting to be scaled up to the 

maximum extent as and when the business grows up.  

For device manufacturers and vendors, this framework provides a way to increase the 

attractiveness of their products for developers by providing a self on board capability to 

expose their configurations via cloud service as a plug-and-play mode in addition to the 

traditional device driver installations. 

Finally, several experiments have been carried out to evaluate the performance of the 

designed API under different conditions.  

6.2 Research Limitations 

 
This API is still in its early stages of development, and currently not all the desired 

functionality is fully implemented.  
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One of the main limitations I faced across this research was evaluating the elasticity with 

auto scaling capability of the API. There were many aspects to consider when designing 

the API in that manner but it was hard to measure scalability levels with figures. 

Clustering via PM2 was helpful to achieve this up to some extent but there is a room for 

further improvements too. 

Since this has been started on Node JS, a community can form around this platform and 

explore its possibilities to the fullest by making this available under an Open Source 

license and making the architecture extensible.  

6.3 Future Work 

 
This phase of the work has mainly focused on making sure the foundation sounds well 

so that it will start getting traction. Next immediate piece of work would be making this 

available in a public Open Source Repository (example: github.com) as a starting 

template along with a developer documentation so that anyone who is interested in can 

try it out. Next phases of this research will be mainly on device level enhancements in 

terms of configuring them as easy as plug and play, security mechanisms required to 

make autonomous scaling smooth and so on but there are many aspects left to explore.  

Further comparisons and quantitative measurements on the performance and scalability 

of these sort of APIs are one major topic of future interest. Enhanced security features 

for data privacy and system robustness are another item considered as next steps.  

Also, comparing the suitability of different database technologies as the amount of 

incoming sensor data starts nearing Big Data volumes and different processing engines 

for data analytics become necessary, is another topic left for future work. 

Important parts such as auto scaling with AWS EC2 instances along with Kubernetes 

[36], adopting to micro services architecture, production deployment and service 

management enhancements are topics for future researches whilst this reference 

implementation are in place.  
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