Table 4: Estimation Model Result

<table>
<thead>
<tr>
<th>EXPLANATORY VARIABLE</th>
<th>Mandatory Male</th>
<th>Mandatory Female</th>
<th>Shopping Male</th>
<th>Shopping Female</th>
<th>Leisure Male</th>
<th>Leisure Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.563</td>
<td>0.982</td>
<td>-0.611</td>
<td>-0.922</td>
<td>0.094</td>
<td>-0.714</td>
</tr>
<tr>
<td>Ojek Satisfaction Level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ojek Fare</td>
<td>0.082</td>
<td>0.777</td>
<td>-0.199</td>
<td>-1.402</td>
<td>0.007</td>
<td>0.080</td>
</tr>
<tr>
<td>Ojek Travel Time</td>
<td>0.044</td>
<td>0.409</td>
<td>0.062</td>
<td>0.606</td>
<td>0.049</td>
<td>0.555</td>
</tr>
<tr>
<td>Ojek Safety</td>
<td>-0.032</td>
<td>-0.259</td>
<td>0.159</td>
<td>1.171</td>
<td>0.083</td>
<td>0.835</td>
</tr>
<tr>
<td>Ojek Security</td>
<td>-0.065</td>
<td>-0.546</td>
<td>0.017</td>
<td>0.192</td>
<td>-0.136</td>
<td>-1.405</td>
</tr>
<tr>
<td>Angkot Satisfaction Level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angkot Fare</td>
<td>-0.042</td>
<td>-0.389</td>
<td>0.297</td>
<td>2.094 **</td>
<td>0.019</td>
<td>0.213</td>
</tr>
<tr>
<td>Angkot Travel Time</td>
<td>0.057</td>
<td>0.557</td>
<td>-0.086</td>
<td>-0.674</td>
<td>0.004</td>
<td>0.051</td>
</tr>
<tr>
<td>Angkot Safety</td>
<td>-0.029</td>
<td>-0.211</td>
<td>0.006</td>
<td>0.045</td>
<td>0.053</td>
<td>0.490</td>
</tr>
<tr>
<td>Angkot Security</td>
<td>-0.048</td>
<td>-0.364</td>
<td>-0.067</td>
<td>-0.880</td>
<td>-0.106</td>
<td>-1.006</td>
</tr>
<tr>
<td>Socio-Demographic Attributes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young</td>
<td>-0.162</td>
<td>-0.912</td>
<td>-0.257</td>
<td>-1.546</td>
<td>-0.012</td>
<td>-0.087</td>
</tr>
<tr>
<td>Elder</td>
<td>-0.503</td>
<td>-1.865</td>
<td>+ 0.082</td>
<td>0.192</td>
<td>0.027</td>
<td>0.120</td>
</tr>
<tr>
<td>Household Income</td>
<td>-0.009</td>
<td>-0.214</td>
<td>0.093</td>
<td>2.090 **</td>
<td>0.037</td>
<td>1.055</td>
</tr>
<tr>
<td>Education Level (university)</td>
<td>-0.143</td>
<td>-0.853</td>
<td>0.072</td>
<td>0.423</td>
<td>0.057</td>
<td>0.412</td>
</tr>
<tr>
<td>License Car</td>
<td>-0.327</td>
<td>-1.746</td>
<td>+ -0.637</td>
<td>-2.732 **</td>
<td>-0.131</td>
<td>-0.845</td>
</tr>
<tr>
<td>License Motor</td>
<td>1.362</td>
<td>7.458</td>
<td>** 0.377</td>
<td>2.223 **</td>
<td>0.714</td>
<td>4.496 **</td>
</tr>
<tr>
<td>Residential Informations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance Home To Work</td>
<td>-0.014</td>
<td>-2.618</td>
<td>** 0.013</td>
<td>2.494 **</td>
<td>0.002</td>
<td>0.372</td>
</tr>
<tr>
<td>Live in Jakarta</td>
<td>-0.253</td>
<td>-1.495</td>
<td>-0.044</td>
<td>-0.259</td>
<td>-0.008</td>
<td>-0.058</td>
</tr>
<tr>
<td>Correlation Parameter (ρ₁₁)</td>
<td>0.314</td>
<td>5.382</td>
<td>0.391</td>
<td>7.701</td>
<td>0.813</td>
<td>19.522</td>
</tr>
<tr>
<td>Correlation Parameter (ρ₂₂)</td>
<td>0.560</td>
<td>10.739</td>
<td>0.487</td>
<td>9.799</td>
<td>0.880</td>
<td>16.471</td>
</tr>
<tr>
<td>McFadden Rho Square</td>
<td>0.468</td>
<td>0.454</td>
<td>0.736</td>
<td>0.536</td>
<td>0.638</td>
<td>0.568</td>
</tr>
<tr>
<td>Mc Fadden Rho Square Adjusted</td>
<td>0.425</td>
<td>0.414</td>
<td>0.722</td>
<td>0.512</td>
<td>0.616</td>
<td>0.536</td>
</tr>
<tr>
<td>Number of Samples</td>
<td>302</td>
<td>253</td>
<td>338</td>
<td>339</td>
<td>338</td>
<td>339</td>
</tr>
</tbody>
</table>

** indicates significance at the 0.01 level; * indicates significance at the 0.05 level.
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ABSTRACT

This paper proposes a novel method to segment video sequences which undergoes gradual changes into foreground and background layers. The background layer contains all objects which have been stationary since the beginning of the video sequence. The foreground layer contains objects which have entered into or move within the video scene and these objects can be moving or stationary. An improved and adaptive Mixture of Gaussian (MoG) model with a feedback mechanism algorithm has been formulated. The MoG model will classify every pixel in the image as belonging either the foreground or the background layer. Every object in the foreground layer will be tracked and updated in the MoG via the feedback mechanism. This feedback avoids stationary foreground objects being updated into the MoG and thus affecting the approximation done by the MoG. This algorithm has been implemented into an Intelligent Transportation System (ITS) to detect vehicles on the road in an outdoor environment. A promising result is obtained in extracting vehicles on the road.
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1. INTRODUCTION

One of the important aspects in designing an Intelligent Transportation Systems (ITS) is the robustness and reliability of the automatic detection algorithm. Real time foreground object detection and segmentation from video sequences is one of the essential tasks. However, the segmentation process becomes challenging and difficult when the video scene undergoes illumination changes, weather changes and camera noise. Many methods (Porikli et al., 2003, Atrey et al., 2006) have been proposed for real-time foreground segmentation and detection in video sequences.

1.1 Previous Work

The most commonly used foreground segmentation technique is background subtraction. Lipton et al. (1998) proposed a two frame differencing method which subtracts the current frame from a reference frame. The pixels where the difference exceeds a predefined threshold will be classified as foreground pixels. This method is followed by morphology operations to enhance the detected region and reduce camera noise. The reference frame is then updated with the current frame. Yang & Levine (1992) proposed to model the reference frame by taking the median value of pixel color over a series of images and defining the threshold value through histogram analysis. The related temporal differencing method extracts moving region by finding pixel wise difference between two of three consecutive frames from an image sequence (Collins, et al., 2000) (Wang and Brandstein,1998), (Saptharishi et al. 2000). However, these methods fail to detect moving objects which are temporally static and do a poor job in extracting the entire relevant feature (Jagdish et al., 2011).
Another class of approaches to extract moving regions from a video sequence are the statistical methods. Statistical method approaches generate advanced background models by utilizing individual pixel or group of pixels. The background model can be updated during processing. Each pixel in the current frame will be classified as either a foreground pixel or a background pixel by comparing the statistics of the current background model. Haritaoglu et al.(2000) proposed to build a statistical model by representing each pixel with minimum intensity values, maximum intensity value and the maximum intensity difference between consecutive frames during training period. The process of rebuilding the statistical model would be periodic. However, defining the period to update and rebuild the statistical model proved problematic since the background might change gradually or instantly. McKenna et. al. (2000) proposed an adaptive background model which combined color and gradient information. The author then performed background subtraction to cope with shadows and unreliable color information. Porikli et al. (2003) proposed variable adaptation rates to update the statistical model. The authors introduced an illumination change score where the statistical model would be updated according to the score. A variable adaptation frame rate following the pixel’s activity is proposed by Magee (2004). This method runs at high adaptation rate in the less stable region of the image, this indirectly reduces the computation time. Atrey et al. (2006) proposed to apply MoG on the region of interest (ROI). The experimental result shown when applying MoG on ROI was significant reduction in processing time with a minor loss of accuracy. Zuo et al. (2007) proposed a switching based background modeling approach (MBSM). In this method, regions were classified as regions with high or low complexity. For region with high complexity, the MoG model was used. Average value was applied for region with low complexity.

1.2 Our Approach

All of the techniques discussed in the previous section were able to segment moving object from background model. However, all of the methods proved unable to segment which are initially moving and then become static. This issue commonly arises in Intelligent Transportation Systems where vehicles will not move smoothly all the time. Vehicles might become static temporally then continue to move again. Hence, this paper introduces an adaptive detection method which is able to detect moving and static vehicles on the road by segmenting the image into a foreground layer and a background layer using an adaptive Gaussian Mixture Model with feedback mechanism.

2. METHODOLOGY

This section will illustrate the proposed method. Figure 1 is the flow chart for the proposed method. The system starts with a video or camera source as input. A frame grabber will get images from source. To reduce the processing time, the frame grabber will resize or set the region of interest (ROI) to every single image grabbed from the source. A shaking correction module is used to provide Optical Image Stabilization to correct for the vibration of the image source. The background model is then used to classify every pixel in foreground estimation module. A blob detector is implemented at the following stage to extract all the foreground objects into individual blobs. A bounding box is created around each blob. If no blobs are detected, the whole background model will be updated. However if the blobs are detected, the blob information will be sent to the tracker. The tracker will track the foreground object until the object is out of the camera or video scene. If the same foreground object is detected in the consecutive image, the tracker will send information to background model. From there, the background model will only update selected regions according to the information sent by tracker. Chintalacheruvu. N. & Muthukumar. V., 2012 proposed to detect vehicle on the road by using the Harris-Stephen corner detection. The detected corner points will be tracked from one frame to another in a video stream. Sum of Square Difference (SSD) algorithm is used to track those corner points. In this paper, centroid of the detected corner points in a region of interest will be considered as a mark or vehicle. The detected corner points might not come from a vehicle, hence it is hard to justify the centroid points of those detected points is a vehicle. Płaczek, B., 2010 proposed to construct the static background model by evaluating the local image attributes instead of particular pixels. A linguistic fuzzy logic is implemented in the image evaluation process. This algorithm is
unable to detect temporal static vehicle on the road.

2.1 Frame Grabber

The frame grabber grabs images from video or camera source. In this module, image will be converted into grayscale before proceeding to the next phase. To reduce the processing time, an ROI mask is applied as shown in figure 2.
2.2 Adaptive Mixture of Gaussian with feedback mechanism

According to Stauffer and Grimson(1998) method, each pixel is modeled separately by a mixture of K Gaussian where k is the number of components. This method will update the whole background model before the foreground is detected. During classification, all the pixels which fall inside those components will classify as background pixel. Hence, if the foreground object stops moving, the foreground pixels will eventually be classified as background pixels. This method also does a poor job in extracting all relevant feature pixels especially for objects with uniform color because some of the information gets updated into the background model.

In the proposed method, MoG with three components is implemented. Each component represents different layers in the image.

\[
P(I_t) = \sum_{i=1}^{k=3} \omega_i \eta(I_t, \mu_i, \Sigma_i) \tag{1}
\]

If the current pixel falls into any one of the components back on equation 1, the component will be updated according to equation 2. In this implementation, the standard deviation used is 2.0 (C.Stauffer and W.E.L. Grimson, 1998).

\[
\omega_{i,t} = \omega_{i,t-1}
\]

\[
\mu_{i,t} = (1 - \rho) \mu_{i,t-1} + \rho l_t
\]

\[
\sigma_{i,t}^2 = (1 - \rho) \sigma_{i,t-1}^2 + \rho (l_t - \mu_{i,t})^T (l_t - \mu_{i,t})
\]

Where \( \rho = \alpha P_j(l_t | \mu_{i,t-1}, \Sigma_{i,t}-1) \)

For components which do not match, the pixel will not be updated. If the pixel does not match any of the components, the weakest component will be replaced by a new component. In our implementation, the components are arranged in decreasing order, the strongest weight component will be the first component and the lowest weight component will be the third component. The component weight is calculated according to equation 3.

\[
\omega_{i,t} / \| \Sigma_{i,t} \|
\]

In our approach, the component with strongest weight will be classified as the background layer, unlike the method proposed in (Stauffer and Grimson, 1998). The remaining components will be classified as foreground layer. With such classification, a more complete set of relevant feature pixels can be extracted. Figure 3 shows the original image, background image and foreground image.
According to Stauffer and Grimson(1998), the model is updated every time a new image is available and pixel classification will carried out right after that. In our approach, instead of updating the mixture model every time a new image is inserted, we carried out the foreground estimation first before updating the mixture model. The proposed method therefore separates the foreground estimation and update mixture model into two different operators. Additionally, a feedback mechanism is introduced in the update mixture module. Instead of updating the whole mixture model, the mixture model can do selective updates according to feedback mechanism. With such selective updating capability, the algorithm can define the regions which need to be updated to avoid foreground object being updated into the mixture model if the object is temporally static. The update mixture model accepts a binary mask as feedback information and does selective update according to following condition.

\[
\text{if } p(x, y) = 1, \text{ then pixel will be updated} \\
\text{else if } p(x, y) = 0, \text{ then pixel will not be update}
\]

(4)

2.3 Blob Detector

A blob detector is used to segment the foreground layer into individual blobs. Bounding boxes are created for each blob. The information of each blob is used in tracking the foreground object. All connected vehicles are considered as one blob. Figure 4(a) shows the input and (b) shows the detected blobs together with white bounding box.

![Image](a) ![Image](b)

Figure 4 (a) shows the foreground image and (b) shows the output image with white bounding box.

2.4 Tracker System

The tracker system will track all the vehicles entered into the camera/video scene. Each detected blob creates a tracker with blob information such as the template image, center of the blob and bounding box for the blob. If a similar blob is detected in the following scene, the tracker will updated with the new blob information. Template matching with cross correlation is implemented to find the similar blob in the scene. Normally, template matching is done using a sliding window over the entire image. The process of finding previously detected blobs might be costly if the image is large.

In this proposed method, tracker will have a searching regions represent by the circle in Figure 5. Any blobs which partially or fully overlap with the circle will be checked. The searching region is defined by parameter radius. The searching radius is currently defined as 45 pixels. If the blob is similar to the tracker template image, then the tracker will stop the search and update the detected blob information. Finally, tracker system will send a feedback image which contains blobs to background model for
updating. Figure 6 shows a sequence of images with a 10 second interval. The result show that the same object is tracked and multiple objects can be tracked in single scene.

Figure 5 Tracker Searching Radius

Figure 6 Image sequence with tracked objects with interval 10 second each, the red line indicates the ROI for the proposed method.

3. EXPERIMENT RESULT

The proposed method is implemented into an intelligent vehicle system (IVS) to extract the data from the road. This method is able to segment the vehicle from the road.
Figure 7: The top row displays the original sequence at frames 15, 35, and 55 respectively. The second row shows the foreground layer generated. The third row shows the generated background layer. The last row shows the output with tracked vehicles.

The proposed algorithm was tested on five different roads and test conditions were complicated with slight camera vibrations, illumination changes. The shaking correction module implemented will reduce the camera vibrations. A false negative detection was registered if a vehicle was present in a detection zone and was not detected by the algorithm. A false positive detection (F1) was registered if no vehicle was present in a detection zone and detected by the algorithm. False positive detection (F2) was registered if two vehicles were close to each other and detected as one vehicle. In this paper, the high F2 rate mainly due to blob detection implemented in this proposed method unable to segment vehicles which are closed together into individual blob.
Table 1 Experiment result on the proposed method.

<table>
<thead>
<tr>
<th>Location</th>
<th>Accuracy (%)</th>
<th>False Positive (%)</th>
<th>False Negative (%)</th>
<th>F1</th>
<th>F2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>83.20</td>
<td>2.20</td>
<td></td>
<td>1.20</td>
<td>13.40</td>
</tr>
<tr>
<td></td>
<td>84.60</td>
<td>1.75</td>
<td>0.90</td>
<td>12.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>82.10</td>
<td>2.00</td>
<td>1.10</td>
<td>14.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td>84.30</td>
<td>3.3</td>
<td>1.05</td>
<td>11.35</td>
<td></td>
</tr>
</tbody>
</table>

4. CONCLUSION

The experimental results demonstrate that the proposed algorithm is a better way to segment images into foreground and background pixel both moving and temporal static object. This proposed method able to achieve accuracy more than 82% at medium or high traffic volume. The high false detection at medium or high traffic volume is due to vehicles which are closed together is detected as one.
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