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ABSTRACT 

Mining web access log data is a popular technique to identify frequent access 

patterns of website users. Web logs can provide a wealth of information on the user 

access patterns of the corresponding website, if and when they are properly analyzed. 

However, finding interesting patterns hidden in the low-level log data is non-trivial 

due to large log volumes, and the distribution of the log files in cluster environments. 

Existing clustering techniques have not focused on identifying infrequent patterns 

and most of the clustering techniques suffer from cluster parameter issues, when it 

comes to web usage mining. This thesis presents the application of Density Based 

Spatial Clustering of Applications with Noise (DBSCAN) and Expectation 

Maximization (EM) algorithms in an iterative manner for clustering, which is not a 

technique that has been used before. Each cluster corresponds to one or more web 

user activities. For clusters that did not have a unique access pattern, frequent pattern 

mining and sequence pattern mining techniques were used to identify the unique user 

access patterns.  

Secondly, this thesis solves another issue in web usage mining – detecting slight 

changes between web user access sessions. This thesis introduces a method to 

identify these access patterns at a much lower level than what is provided by 

traditional clustering techniques, such as nearest neighbor based techniques and 

classification techniques. This technique makes use of the concept of episodes to 

represent web sessions.  These episodes are expressed in the form of regular 

expressions. To the best of our knowledge, this is the first time that the concept of 

regular expressions are applied to identify user access patterns in web server log 

data. 

We demonstrate that the implemented system is capable of not only identifying 

common user behaviors, but also in identify anomalous user behavior. 
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1. INTRODUCTION 

This thesis focuses on modelling user access behavior from web access logs. Adding websites 

to the World Wide Web (WWW) has drastically increased in the last decade, along with web 

usage. Websites keep improving, and incorporating many features to attract more users. As 

the size and complexity of a website increases, the simple statistics provided by existing web 

log analysis tools are inadequate in providing meaningful insight into how the website is 

being used [1, 2]. 

In a website, web access logs record user navigations and other activities such as searching, 

site registering and editing web pages. Access logs are semi-structured files. Web access log 

files contain millions of log records. Log records consist of the user Internet Protocol (IP) 

address, HTTP status code, timestamp, web request URI, user agent, HTTP referrer and 

HTTP request type. The log records are distributed and occupy a large volume.  

 

Figure 1.1: Web mining categories 

 

The low level data included in web logs contain valuable information about the users of the 

system.  Web mining is the application of data mining techniques used to discover patterns 

from the websites users [3, 4]. Web mining can be divided into three different types as shown 

in Figure 1.1: web content mining, web structure mining, and web usage mining [5]. Web 

content mining extracts information and knowledge from web page content. Web structure 

mining is the process of analyzing the structure of a website. Web usage mining discovers 

interesting usage patterns from web data in order to understand and better serve the needs of 

web-based applications. Usage data capture the identity or origin of web users along with 

their browsing behavior at a website. 
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Web usage mining consists of three phases; preprocessing, pattern discovery and pattern 

analysis. The preprocessing phase includes web log data cleaning, web user identification and 

user session identification. The pattern discovery recognizes the access patterns by applying 

data mining techniques such as path analysis, association rule mining, clustering and 

classification. The final stage of web usage mining using the pattern analysis phase is to 

analyse the patterns found during the pattern discovery step [1, 4]. 

The recent years have seen the flourishing of research in the area of web usage mining. 

Published papers on web usage mining exceed the 150 mark, showing a dramatic increase in 

this area since the year 2000 [5]. Consolidated statistical analysis techniques are exploited in 

most of the commercial applications of web usage mining. In contrast, research in this area is 

mainly focused on the development of knowledge discovery techniques for the analysis of 

web usage data. Association rules, sequential patterns, neural networks, fuzzy logic, genetic 

algorithms and clustering are common techniques in web usage mining. Among these, 

clustering techniques are the most popular. Clustering techniques look for groups of similar 

items among a large amount of data based on a general idea of a distance function, which 

computes the similarity between groups. 

Interesting information about user navigation patterns are generated from web usage mining. 

This information can be exploited later to improve website interactions from the user‟s 

viewpoint. The results produced by the mining of web logs can be used for various purposes 

[7]: to personalize the delivery of web content, to improve user navigation through pre-

fetching and caching, to improve web design in e-commerce sites, and to improve customer 

satisfaction [5]. 

1.1. Motivation 

Even though web log files contain valuable information, it is hidden among the low-level log 

data. Retrieving meaningful information from web log data is difficult since logs are semi 

structured with text and numbers and have large volumes of data. 

The high-level information reveals interesting patterns of user behaviours. A method to 

extract this valuable high level information would help detect anomalies and help website 

administration on Human Computer Interaction (HCI) improvements [8]. 

In web usage mining, there are many methodologies that can be used to identify user access 

patterns. These include clustering, Apriori algorithms, web access pattern tree (WAP-tree) 
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and mining frequent patterns [1, 3, 7, 8, 9]. These methods group the same access patterns 

into one group. However, it is difficult to determine how each session deviates from other 

sessions within the same group or cluster. 

Anomaly detection solves the problem of finding patterns in data that do not conform to 

normal behavior. These non-conforming patterns are often referred to as anomalies, 

discordant observations or exceptions. Anomalies might be induced in the data for a variety 

of reasons such as malicious activity, fraud, cyber-intrusion or the breakdown of a system 

[12]. It is important to find the slight differences between sessions. These seemingly 

insignificant changes could be the most important for a domain expert as they may resemble 

anomalies. 

Clustering techniques are used to discover clusters and are not optimized to find anomalies. 

These techniques do not detect slight changes. Anomalies can also reside inside a cluster. 

One of the limitations in k-means [13] and other clustering mechanisms is that they remove 

noise from the data [14]. Here, important data or patterns might be lost. For example, an 

attacker‟s access sequence might be discarded as noise since it may be considered as an 

outlier. When data contain noise, the completeness of the system lowers due to data being 

lost as noise. One technique to identify these anomalies is by only considering outliers, but 

this will not work if the pattern is inside a cluster. If inside a cluster, the slight difference 

between the attacker‟s access pattern and normal user access pattern is not obvious. Anomaly 

detection systems are optimized to find anomalous behaviour in users but not the common 

patterns. Web usage mining is more focused on categorizing the common user behaviours. If 

both functions can be achieved by the same system, it will be useful for security experts, web 

administrators, web user interface developers and marketing strategy designers to take better 

decisions. 

1.2. Objectives 

Improving web usage mining has many aspects. A system that addresses all these different 

aspects goes well beyond the scope of a single thesis. Therefore, the focus of this thesis is 

only on modelling website user access behaviour from web access logs. 

The first objective of this research is to design a system that is able to group similar access 

behaviours and detect anomalies from web access logs. The designed system should be able 
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to work with different domain websites, for example, educational websites, media websites 

and e-commerce websites, without causing any conflict in the system execution. 

The second objective is to find a unique signature for similar access pattern clusters. The 

uniqueness of a signature is measured using its coverage and discrimination. Signature 

coverage represents occurrences of the signature in clusters, while discrimination indicates 

the absence of the occurrence of the signature patterns in the rest of the clusters.  

The third objective is to develop a mechanism to identify interesting slight changes in user 

access patterns that may reside inside or outside a cluster. In essence, this will be a solution to 

the problem of detecting anomalies and clustering common user behaviours using a single 

system. 

No solution is comprehensive until it has been implemented and tested. Therefore, the final 

objective of this thesis is to implement a system to model user behavior in websites using 

access logs. 

1.3. Contributions 

The main contributions of this thesis are as follows: 

 This thesis presents a model to detect website user access patterns from web access 

logs. As described in chapters 3 and 4, this system clusters the common access 

patterns in web session data. The system identifies common patterns that group the 

sessions into the same clusters. The system outputs the sub-sequences of access 

patterns that group the sessions into a single cluster and the access patterns that 

differentiate two clusters. 

 This thesis implements an episode based approach for web session mining [1]. 

Researchers have theoretically presented episode based web usage mining upto now. 

However no one has implemented and evaluated episode based web usage mining. 

Chapter 5 demonstrates results obtained using the episode based approach and show 

that episode based web usage mining outperforms normal web usage mining. 

 This thesis introduces a novel technique, the application of Density-Based Spatial 

Clustering of Applications with Noise (DBSCAN) and Expectation Maximization 

(EM) algorithms in an iterative manner for clustering web user sessions. 

EM+DBSCAN overcomes the limitations in clustering algorithms such as inserting 
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parameters cluster count and minimum count for a density region. EM+DBSCAN is 

used to identify user access patterns in web logs.  

 This thesis presents the concept of using regular expressions to represent user access 

patterns. Regular expression is a technique very commonly used for similar tasks in 

domains such as genetic algorithms and text searching. It is used for the first time in 

this study for web session mining. Regular expressions are used to represent web 

session episodes.  

 This thesis demonstrates the improvement of the web log preprocessing stage. Most 

of the preprocessing engines disregard the sequential information in web sessions as 

they only need to pass integers for pattern discovery in web usage mining. When an 

episode is represented as a regular expression, sequential information of web sessions 

is preserved. 

1.3.1. Refereed Articles 

This research so far has produced the following publications: 

Published: 

 Madhuka Udantha, Surangika Ranathunga and Gihan Dias, "An Episode-based 

Approach to Identify Website User Access Patterns", Proceedings of the International 

Conference on Pattern Recognition Applications and Methods (ICPRAM 2016), 

Rome, Italy, 24-26 February, 2016, 343-350. 

 Madhuka Udantha, Surangika Ranathunga and Gihan Dias. "Modelling Website User 

Behaviours by Combining the EM and DBSCAN Algorithms." Moratuwa 

Engineering Research Conference, 2016. 

1.4. Organization of the Thesis 

The rest of the thesis is organized as follows. Chapter 2 reviews related work regarding web 

log preprocessing, web session clustering, web usage mining, regular expressions, episodes 

(sub sequences) and anomaly detection. It also discusses existing web usage mining 

applications and their features.   

Chapter 3 explains the approach and the design of the proposed system that addresses the 

limitations of existing clustering techniques.  
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Chapter 4 presents the implementation of the episode based web usage mining system with 

regular expressions. It answers the problems pointed out in the literature review.  

Chapter 5 demonstrates and evaluates the work presented in the thesis. It contains main 

subsections for evaluating the EM+DBSCAN approach and evaluating episode based 

approach.  

Chapter 6 provides a discussion on the thesis contributions, and possible research 

improvements respective to usability and scalability.  

Chapter 7 concludes the thesis with future work.   
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2. LITERATURE SURVEY 

2.1. Overview 

This chapter provides the concepts and techniques of web usage mining, data mining and 

pattern recognition. It also provides a comprehensive explanation of what motivated this 

research.  

Section 2.2 provides an overview of web mining in general. A discussion on the history and 

the present state of web usage mining techniques is followed in section 2.3. Research 

motivation facts and web usage mining applications are also explained in this section. There 

are many web usage mining techniques and this section carries a comprehensive description 

on each technique.  

In web mining, the data preprocessing phase is stated first, and section 2.4 explains web log 

cleaning and log data preprocessing steps in web mining in the present research. It contains 

web log data cleaning, user detection models and web session detection methods. Data 

transformation phases and data structures for handling web session data are also discussed.    

The next section (section 2.5) provides the current research status in pattern discovery in web 

usage mining. There are four subtopics where each existing pattern discovery method is 

discussed. Detecting slight changes in web sessions is also important in web usage mining as 

they can be interesting to security experts and web administrators since they can be web or 

network attack sessions. Anomaly detection techniques are also reviewed in section 2.6.  

Section 2.7 and section 2.9 discuss theoretical mechanisms related to web usage mining with 

episodes, and regular expressions, respectively.  

2.2. Web Mining 

Web mining contains a widespread range of applications aimed at discovering and extracting 

information from web pages and other documents found on the web. The web mining process 

uses data mining techniques and algorithms for detecting patterns in web data in order to gain 

insight into trends and web users. Providing a mechanism to make the data access more 

efficient is another objective in web mining. Discovering hidden patterns and the information 

on user activities is also an important task in web mining. As explained in Figure 1.1, web 
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mining has three categories; web content mining, web structure mining and web usage 

mining. 

 Web content mining - This is the process of mining, extracting and integrating useful 

data from the contents of web pages and web documents. There are two types of 

techniques that are used in this discipline, which have two different points of view. In 

information retrieval (IR), unstructured data and semi-structured data are represented 

as a vector space model, bag of words or a statistical model. Information retrieval 

involves retrieving a single word from the bag of words or training corpus. From a 

database perspective, information retrieval involves transforming a website into a 

database in order to have better information management and querying on the web. 

 Web structure mining - Generating the structure of a website by analyzing the nodes 

and connections in the website is web structure mining. It is achieved by extracting 

patterns from hyperlinks in the website or mining the web document structure. Two 

things can be obtained from this; the structure of a website in terms of connection 

links to other sites, and the document structure inside the site. 

 Web usage mining - This is a method to extract patterns on user navigation. It 

processes the web log files to detect those patterns, which gives insight on user 

activity including where the users access. This information is regularly gathered 

automatically into access logs via the web server. Different levels of logs are used in 

the analysis to give more value and semantic meaning for user behavior.     

2.3. Web Usage Mining and Applications 

In this thesis, we focus only on web usage mining, which is a subpart of web mining as 

explained in section 2.2. Web usage mining is the process of discovering and analyzing 

patterns in log files, which are generated on a daily basis.  The discovered user access 

patterns represent collections of web pages or resources that are normally accessed by groups 

of users with common necessities or interests. Figure 2.1 shows the general architecture of a 

web usage mining system. The data preprocessing phase extends from data cleaning to data 

transformation. Pattern discovery is centered around the architecture as it is a fundamental 

component in the system [15]. Pattern analysis is located at the end of the process.  
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Figure 2.1: General Architecture for web usage mining (source [15] ) 

Usage mining can be used for system improvement, site modification, network security, 

business intelligence and personalization. Companies understand customers' trends and needs 

at the right time through web usage mining. It helps them to complete promotional campaigns 

effectively, increase sales, and implement better marketing strategies. It enables web-based 

systems to provide a better service, have more user-friendly interfaces and provide the best 

access paths to services. 

By mining web logs, web administrators can do effective site modification by verifying that 

they cater to the changing user requirements. Web usage mining provides a user behavioral 

model for the website so that web designers can improve navigations and user interfaces by 

looking at actual customer needs. PageGather is an algorithm used to group related web 

pages in the website using web access logs [16]. It applies cluster mining to log data and 

produces clusters that contain pages and documents, which the web admin can evaluate. 

However, the fact that PageGather depends on human web master evaluation is a limitation.  

A personalized and proactive view of the web services is deployed using the extracted 

knowledge from web usage mining [17]. By looking over navigational behavior of the user or 

visitor, the system is able to identify the need or the user's interest and guide them down the 

correct path. There are tools such as Site Helper and Web Watcher to handle personalized 

features in websites. User preferences are identified by Site Helper by looking at page 

accesses. It uses a list of keywords from pages that a user has spent a significant amount of 

time on. Web Watcher observes user navigational links and marks interesting links [18]. 

Later, when a new page is added to the system, inheriting similarity is compared between the 

new page and user. Researchers also try to automate personalization via web usage mining. 
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The primary components of web personalization are web objects (pages, etc.) and subjects 

(users), matching and turning models across the objects and subjects, and providing a set of 

actions to be suggested for particular users [15,16]. 

Network security is improved by using the concept of web usage mining. Online attacks that 

occurr on the network are detected using web agents, basically web robots, rather than using 

manual efforts [21]. Security analysis based on web usage mining is conducted to figure out 

security vulnerabilities of the website [22]. Security events are extracted from the logs by rule 

matching and statistical analysis, and a sequential pattern of attacks is detected using a 

sequential mining method called Prefix Span [22]. Later in 2016, researchers have used the 

log mining algorithm based on clustering to find the frequent attack sequences from log files. 

Several properties related to network security are considered in the paper [23]. These are the 

start time of attacking, source IP of attackers, and network protocol. Experiments have shown 

that detecting security anomalies using the signature-based approach is effective [20,21]. 

Web usage mining delivers patterns that are useful for detecting high level events such as 

intrusion, fraud, hacking and cybercrimes. 

Web usage mining has become very critical in business intelligence applications and sites 

[26]. Intelligent miner (called i-Miner) is a hybrid framework for usage mining used to find 

hidden patterns using log files from web servers.  A thorough illustration on the evolution of 

data mining techniques that improve web usage mining into business intelligence applications 

was given by Abraham [27]. SurfAid Analytics is an industrial tool from the IBM e-business 

service. It provides business intelligence for websites. SurfAid identifies visitor attributes 

such as customer retention, navigation patterns and buying habits. Logs are sent to the IBM 

SurfAid facility for processing and it runs offline. SurfAid is being used  to analyze e-

commerce events from click streams, which are site access logs [28]. It provides usage 

statistics, page view statistics and uses path analysis using the IBM SurfAid processing 

engine through a data cube and also clusters web users. 

As explained above, web usage mining has contributed to many industrial applications in 

different domains such as business intelligence, network security, personalizing websites and 

site modification systems and is used for knowledge discovery research as well. 

The next few paragraphs explain the components in the web usage mining process shown in 

Figure 2.1.  
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2.4. Data Preprocessing in Web Usage Mining 

Web usage mining refers to the automatic discovery and analysis of patterns from web data, 

in order to understand and serve to the needs of web based applications. Web usage mining 

contains three main steps, preprocessing, pattern discovery, and pattern analysis. 

 

Figure 2.2: The web usage mining steps (source [29]) 

Data preprocessing is a key step in the data mining process and in web usage mining [30]. 

Preprocessing steps are critical, as all other processes and steps depend on this phase. The 

main goal of preprocessing in web usage mining is to transform the raw log data into a set of 

user sessions or user profiles [30].  The preprocessing phase contains data selection, cleaning 

and transformation and the identification of user sessions [31] as shown in Figure 2.3. 

 

Figure 2.3: Data preprocessing phases 
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2.4.1. Data Selection   

Logs can be collected at different levels; network level, site level, proxy level and client level 

[5]. Each of these logs presents different information; for instance, network utility and 

network traffic are given in the network level log. The server level log gives server 

information. A single user‟s behavior in a multi-site environment is shown in client side logs. 

Site level logs contain multiple users in a single site and are known as server logs or web 

access logs [32].  Access logs are mostly used in web usage mining as they record all users‟ 

web requests [33]. Access logs include navigation paths of all users ordered by requested 

time. Access logs are the most valuable sources to track user navigation paths.  

Commonly, access logs are analyzed with static web analysis tools, which output the number 

of visitors (unique visitors) to pages, requests count for each page and usage statistics report 

in terms of time of day, day of week, and seasonality [34]. A typical access log format 

contains the Internet Protocol (IP) address of the client computer, the identity of the user 

(identity of the user field in access log is not used since it is not reliable), the user name 

determined by HTTP authentication, the timestamp at which the HTTP request was received, 

the HTTP request URL or query, the request line from the client, the HTTP status code sent 

from the server to the client, the size of the response to the client (in bytes) and the user-agent 

identification string [35]. The access log contains a semi structure with text, timestamp and 

numerical data.  The access log is the most preferred data source to track user behavior high 

level events as access logs contain low level access data. 

2.4.2. Web Log Data Cleaning 

Log data cleaning is included in the log data preprocessing module. When a web application 

is deployed in a cluster architecture, log files are distributed over multiple servers or load 

balanced in the frontend of the application. Web requests are catered to by different servers 

located in different locations. The log files are also distributed, and the log records are 

distributed among those files. The web log data cleaning process merges those logs ordering 

according to the time sequence. The data cleaning process includes the removal of records of 

images, videos, scripts, format information, records with a failed HTTP status code and 

robots cleaning [34, 35].  

Table 2.1 compares preprocessing steps and algorithms used in log data preprocessing for 

web usage mining. User identification and session identification steps are the most common 
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and the most important in web log preprocessing. Zheng [38] improves data preprocessing 

technology for web log mining in order to solve some existing problems in traditional data 

preprocessing technology. His identification strategy based on the referred web page is 

adopted at the stage of user identification, which is more effective than the traditional one 

based on website topology. His proposed strategy is now used widely. Data preprocessing 

algorithm based on collaborative filtering is introduced for web log mining to identify web 

user sessions [39]. This approach has proven to be fast and flexible judging by the 

experimental results [2, 37].    

Table 2.1: Web log preprocessing techniques and algorithms 

Author Source of Log 

File 

Preprocessing 

Technique 

Applied Algorithm 

Yan LI, Boqin 

FENG and 

Qinjiao MAO 

[40] 

Access log file 

(English study 

website) 

Data Cleaning 

User Identification 

Session 

Identification 

Path Completion 

Transaction 

Identification 

Maximal Forward 

References (MFR), 

Reference Length 

Tasawar Hussain, 

Sohail Asghar 

and Nayyer 

Masood [41] 

Web server log Data Cleaning 

Log File Filtering 

User Identification 

Session 

Identification 

None 

Doru Tanasa and 

Brigitte Trousse 

[42] 

INRIA website 

log file 

Data Fusion 

Data Cleaning 

Data Structuration 

Data 

Summarization 

None 

Ling Zheng, Hui 

Gui and Feng Li 

[38] 

ISS server log 

file 

Data Cleaning 

User Identification 

Session 

Identification 

Path Completion 

Based on referred 

web page and fixed 

priori threshold 
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JING Chang-bin 

and Chen Li [39] 

Web server log Data 

Preprocessing 

Based on 

Collaborative 

Filtering 

Fang Yuankang 

and Huang Zhiqiu 

[43] 

Chizhou college 

website log 

Data Filtering 

Session 

Identification 

Frame page and 

Page Threshold 

Hongzhou Shaa, 

Tingwen Liub, 

Peng Qinb, Yong 

Sunb and 

Qingyun Liu[44] 

Proxy logs EPLogCleaner  

(StandardFilter 

TimeFilter 

DayStandardLog 

Filtering By 

Prefix) 

Prefixes algorithm 

J. Vellingiri and 

S. Chenthur 

Pandian [45] 

College website 

log 

Data Cleaning 

User Identification 

Session 

Identification 

Path Completion 

Transaction 

Identification 

MFR RL & Time 

Window 

Bhawesh Kumar 

Thakur, Syed 

Qmar Abbas, 

Mohd Rizwan 

Beg and Sheenu 

Rizvi[46] 

Client side and 

server side logs 

Data cleaning 

User identification 

Session 

identification 

Formatting 

None 

 

2.4.3. User Identification and Session Identification 

Identification of individual user sessions is an important step and various methods to identify 

users are described below [45].  

 Using IP address & agent - Assume each unique IP address and agent pair is a unique 

user. In the access log, IP and agent data are always available. It does not require 

additional technology [30].  
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 Using embedded session ID - This is valid for websites that have dynamically 

generated pages so all the URLs will have unique IDs or request header tokens. 

 Using registration - If users explicitly sign-in to the site and unknown access is 

prohibited, then it only filters the user ID or name [34].  

 Using timeout - Another commonly used method when no information exists about 

leaving the website. A thirty minute timeout is considered a session [5]. 

For many websites, users do not need to register or sign-in to use or visit the website. 

Therefore, the first user identification method using the IP address and agent is appropriate if 

the web usage mining tool is to be tested in many different domain websites.  Regarding web 

session identification, a previous research has evaluated the heuristics to reconstruct sessions 

from the server log data [47]. The activities were partitioned by users and then by the visits of 

the users in the site. Algorithm 2.1 is a common session identification algorithm used in a lot 

of experiments for web log preprocessing and web user profiling, as it is stable [44, 46]. 

Algorithm 2.1: Session identification heuristic [47] 

 

2.5. Pattern Discovery 

A pattern is a feature that occurs repeatedly in sequences, typically more often than expected 

at random. A pattern in web usage mining is a sequence of web pages that a user has accessed 

in a web session. Since there are multiple web pages in a website and there are many 

1. Let Hi = {f1, ... fn} denote a time order session history 

2. Let lj,fj,rj, and tj denote a log entry, referrer, request and time respectively. 

3. Let T denote the session timeout 

4. Sort data by IP address, agent and time 

5. For each unique IP / agent pair do 

6. for each li do 

7   if (tj -tj-1)>T Vrj {H0,...., Hm} then 

8.    Increment i 

9.   Add lj to Hi 

10.  else 

11.    assign = Distance (H, rj) 

12.    Add li to Hassign 

13. end; 
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navigational paths available, finding semantically meaningful and repeated page access is 

pattern discovery. The emerging tools and applications for user pattern discovery use 

sophisticated techniques. Pattern discovery is a main component in web usage mining and the 

applications of web usage mining are classified into two main categories: learning user 

profiles or user modeling in adaptive interfaces (personalized) [49], and learning user 

navigation patterns (impersonalized) or user behavior models [6]. Pattern discovery methods 

and techniques are affected by this categorization and most research aligns with learning user 

access patterns rather than user profiling.  

Pattern discovery is spread in several fields and develops many methods and algorithms using 

statistical, data mining, machine learning and pattern recognition techniques [3, 48], as shown 

in Figure 2.4. This section describes the pattern discovery activities that have been applied to 

the web usage mining domain. Statistical methods, clustering, classification, dependency 

modeling and sequential pattern mining are the most popular techniques in pattern discovery 

in the web usage domain. 

 

Figure 2.4: Pattern discovery techniques and methods 

The next sub sections cover the five pattern discovery techniques, how they are used in 

pattern discovery, a comparison of the techniques, and the limitations and advantages of each 

technique.  

2.5.1. Association Rule Mining 

Association rule mining discovers interesting relations between items in large datasets and 

captures the relationships between items based on their patterns of occurrence across item 

sequences or transactions [51]. Association rule mining is a data mining function that 
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discovers the probability of the co-occurrence of items in a collection. The relationships 

between co-occurring items are expressed as association rules.  

In order to select interesting rules from the set of all possible rules, constraints on various 

measures of significance and interest are used. The best known constraints are minimum 

thresholds on support and confidence. Support is defined per item set and gives the 

proportion of transactions, which contain X. It is used as a measure of significance 

(importance) of an item set. Since it basically uses the count of transactions, it is often called 

a frequency constraint. An item set with a support greater than a set minimum support 

threshold, sup (X)>σ sup (X)>σ, is called a frequent or large item set [51]. 

Confidence is defined as the probability of seeing the rule's consequent under the condition 

that the transactions also contain the antecedent. Confidence is directed and gives different 

values for the rules X⇒Yand Y⇒X. Association rules have to satisfy a minimum confidence 

constraint, conf(X⇒Y)≥γconf(X⇒Y)≥γ. 

The Apriori algorithm reduces the size of candidate sets. However, it can suffer from two 

non-trivial costs: (1) generating a huge number of candidate sets, and (2) repeatedly scanning 

the database and checking the candidates via pattern matching [52].  

Researchers have highlighted the limitation in association rule mining and argue that 

algorithms for association rule mining such as Apriori are not efficient when applied to long 

sequential patterns, which is an important drawback when working with web logs [9]. 

Another frequent data mining research group has mentioned that there are still some 

challenging research issues that need to be solved before frequent pattern mining can claim a 

cornerstone methodology in data mining applications [52]. 

2.5.1.1. Association Rule Mining for Web Usage Mining 

Association rule mining is used in web usage mining in many occasions. Some recognized 

algorithms for mining association rules have been improved to extract sequential patterns. 

For instance, researchers used AprioriAll and GSP, two extensions of the Apriori algorithm, 

for association rule mining in web usage mining domain [3, 4].The same authors in a later 

work presented the GSP algorithm that outperforms AprioriAll by up to 20 times [55]. GSP is 

efficient when the sequences are not long and the transactions are not large in web sessions. 
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The Association Rule Hypergraph Partitioning (ARHP) technique efficiently clusters high 

dimensional data sets without requiring dimensionality reduction as a preprocessing step [3]. 

ARHP is used to build automatic personalization based on web usage mining [56].  It 

combines association rule mining and clustering into the ARHP method. First, association 

rules are used to extract frequent patterns from user sessions; then the frequent patterns are 

used to build a model.  

2.5.2. Clustering 

In the context of web usage mining, clustering is used to cluster similar web user sessions to 

determine general site access behaviors [57]. The task of clustering web sessions is to group 

web sessions based on similarity and consists of maximizing the intra-group similarity while 

minimizing the inter-group similarity. From a real world perspective, clustering plays an 

outstanding role in data mining applications and tools. Clustering has been extensively used 

in web usage mining to group together similar web user sessions [5].  

2.5.2.1. K-Means 

The k-means algorithm is an algorithm used to cluster n number of objects based on attributes 

into k number of partitions, where k < n. The grouping is done by minimizing the sum of 

squares of distances between data and the corresponding cluster centroid. The k-means 

algorithm is not able to handle the clusters of arbitrary shape. In web usage mining data 

clusters can take arbitrary shapes as the dataset corresponds to different user access patterns. 

Therefore, it is hard to achieve better results from only a standalone k-means algorithm.  

2.5.2.2. Density-Based Spatial Clustering of Applications with Noise 

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is one of the most 

common clustering algorithms. DBSCAN requires two parameters: ε (epsilon, which 

specifies how close points should be to each other to be considered a part of a cluster) and 

minPts (the minimum number of points required to form a dense region). DBSCAN does not 

require the user to specify the number of clusters in the data a priori, as opposed to the k-

means algorithm. DBSCAN can find arbitrarily shaped clusters. DBSCAN has a notion of 

noise, and is robust to outliers [62, 63].  
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The minPts can be derived from the number of dimensions in the data set, as minPts ≥ D + 1. 

In web session mining, there will be 100 to 200 dimensions and it varies according to the 

website. Since those dimensions are a representation of web page views, the minPts is less 

than the dimensions count. When the lower value of minPts is 1, every point on its own is 

already a cluster and is not a valid value for minPts. When minPts has a value less than or 

equal to 2, the result is the same as that of hierarchical clustering with the single link metric 

[58]. Therefore, minPts with a minimum value of 3 must be chosen. Larger values are usually 

better for data sets with noise. Since web user access patterns have lots of combinations and 

vary between websites, it is hard to pick a correct value for the minPts. Choosing a larger 

value of minPts is a good practice in DBSCAN in larger data sets and where web session data 

sets are always huge. 

Every data mining task and clustering algorithm has the problem of parameters. Every 

parameter influences the algorithm in specific ways [64, 65]. For DBSCAN, the parameters ε 

and minPts are needed. The parameters must be specified before algorithm execution begins 

and those parameters values are assigned by the user. Preferably, the value of ε is given to 

solve problems such as the physical distance between nodes, and minPts is then the desired 

minimum cluster size. 

2.5.2.3. Expectation Maximization (EM) 

The other clustering approach is the EM algorithm [62]. Unlike DBSCAN, this algorithm 

works well even if there are large differences in densities. In machine learning, data mining 

and computer vision, EM is often used for data clustering and used in web usage mining [63].  

In EM clustering, each instance is assigned a probability distribution by EM. The given 

probability distribution indicates the probability of it belonging to each of the clusters. EM 

has the capability to decide the cluster count by cross validation, where the k-means 

clustering algorithm is needed for the cluster count beforehand. In EM clustering, the user 

may specify the cluster count to be generated if the count is known. 

The number of clusters is determined by cross validation in EM. Cross validation is also 

known as rotation estimation. Cross-validation is a way to forecast the fit of a model to a 

theoretical validation set when a clear validation set is not available. In EM, the number of 

clusters is set to 1 initially and the training set is split randomly into 10 folds. The EM 

algorithm is also executed 10 times using the 10 folds as the standard cross validation manner 
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[64]. Then the log likelihood is averaged over all 10 results. If the log likelihood has 

increased, the number of clusters is increased by 1 and the program continues splitting the 

training set again. Since EM can handle large datasets with high dimension counts, the 

number of folds is fixed to 10. However, the instance count in the training set need not be 

smaller than 10. If the training set instance count is less than 10, the number of folds is set 

equal to the number of instances in the training set. 

2.5.2.4. Hybrid Clustering 

Due to the limitations in these clustering techniques, hybrid clustering is also used. For 

example, K-SVMeans algorithms are introduced by combining two clustering algorithms 

[65]. K-SVMeans is used to identify distinct clusters of documents in text collections and 

authorship analysis. K-SVMeans is a clustering algorithm integrating K-Means clustering 

with Support Vector Machines. SyMP (Synchronization with Multiple Prototypes) is a 

clustering approach that identifies clusters of arbitrary shapes in large data sets and uses 

Gaussian components to determine the optimum number of clusters [66]. The hybrid 

approach is tried in clustering web access patterns after transforming logs into a fuzzy vector. 

Those vectors are in a predetermined dimension and determining dimensions are not easy in 

data mining. Grouping the patterns into a number of clusters is done by learning vector 

quantization. Secondly, the weighted fuzzy c-means is developed to deal with the results of 

learning vector quantization.  

2.5.2.5. Use of Clustering Mechanisms for Web Usage Mining 

Xie and Phoha [67] suggested that the focus of web usage mining should be shifted from 

single user sessions to groups of user sessions. They were the first to apply clustering  to 

identify clusters of similar sessions, which were produced by web access logs. Cooley et al 

[15] proposed a taxonomy of web mining and identified further research issues in web usage 

mining. 

The similarity graph in conjunction with the time spent on web pages to estimate group 

similarity in concept-based clustering was introduced by Banerjee and Ghosh [68]. A Genetic 

algorithm was used to improve the results of clustering through user feedback [69]. The 

multi-modal clustering technique was applied to build clusters by using multiple information 

[70]. Later, a United Kingdom research group presented a methodology for social event 

detection as a multi-modal clustering task with density based clustering, where they combined 
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items from social media streams [71]. The research combined association rule mining and 

clustering into a method called association rule hypergraph partitioning, as explained in 

section 2.5.1 [3].  

There are major limitations in clustering techniques with regard to web usage mining. The 

number of clusters, the initial data points of the respective clusters, and the criterion function 

definition are the 3 key points and difficulties that deserve consideration in web session 

clustering [72]. Researchers have highlighted one of the main problems in clustering with 

regard to web session mining [73]. In web usage mining or web session mining, the 

knowledge on the dataset is lower even for domain experts. Therefore, when clustering 

techniques are used, it is not possible to find values for cluster parameters such as cluster 

count, initial data points, minimum density for clustering or any other parameters. 

Secondly, most of the algorithms presented in the literature dealing with clustering web 

sessions treat sessions as sets of visited pages within a time period and do not consider the 

sequence of the click-stream of visitors. This has a significant consequence when comparing 

similarities between web sessions [14]. The research group pointed out that many clustering 

techniques applied in web usage mining only consider the page occurrence or page frequency 

in web sessions and do not consider the page access order.  However, web session is a 

sequence of web pages the user has accessed. By increasing a dimension in web session 

against time, the sequential nature of data can be preserved. Since the volume of data will 

increase drastically, it limits the applicability of clustering techniques. Interesting high level 

events may be missed since clustering techniques disregard the sequence as they used only 

page occurrences in web sessions.   

The two clustering algorithms discussed in section 2.5.2.2 and section 2.5.2.3 do not require 

one to specify the number of clusters in the data a priori, as opposed to k-means, but 

DBSCAN requires the minimum number of points required to form a dense region [58]. It is 

robust to outliers. Therefore, a lot of web usage mining research and applications have used 

DBSCAN for pattern discovery [63, 64, 65, 66, 67, 68]. 

2.5.3. Sequential Patterns Discovery 

Sequential pattern mining is a topic of data mining concerned with finding interesting 

patterns in a dataset where the values are delivered in the form of a sequence. In a web user 

session, pages are recorded in sequences as website users access or request them. Therefore, 
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sequential pattern mining is used in web usage mining and there are tools and research 

applications with sequential pattern mining. Sequential mining algorithms are designed to 

discover patterns appearing in a single sequence, across sequences or common to multiple 

sequences, as shown in Figure 2.5.  

 

Figure 2.5: Categorizing patterns for sequential mining algorithms 

Web session mining belongs to the third category of sequential pattern mining, as there are 

multiple sessions with a sequence of pages [79]. A web session contains sequences of user 

access pages and multiple web sessions with common sequences are considered in web usage 

mining. 

The present state-of-the-art sequential pattern mining algorithms rely on a pattern-growth 

methodology to discover sequential rules. A weakness of this method is that it repeatedly 

executes an expensive database projection procedure, which declines performance for 

datasets containing dense or long sequences. 

2.5.3.1. Sequential Patterns Discovery for Web Usage Mining 

In the early stages of web usage mining, the problem when discovering sequential patterns is 

to find inter-transactional patterns such a way that the presence of a set of items (pages) is 

followed by another item (page) in the time-stamp order [1, 53, 77]. Mannila [81] presented a 

framework that discovers frequent episodes in sequential data. The framework is capable of 

defining episodes as partial orders, and looking at windows of the sequence. The algorithm 

finds all episodes from the occurrence count. Episodes have to be predefined in the system 

and incremental checking is done on the windows of time in sequences. The searching 

episode being a frequent sub-episode is a must and is a restraint of the system. 

Sequential mining 
algorithms  

Single sequence Across sequences 
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Cooley et al. [15] presented a web usage mining application tool called WEBMINE. It 

automatically discovers association rules and sequential patterns from server access logs. It 

proposed an SQL like query mechanism for discovering knowledge [15]. The sample query 

of WEBMINER is shown in Figure 2.6. 

 

Figure 2.6: Sample query of WEBMINER 

The sample query in Figure 2.6 extracts rules involving the ".lk" domain after March 10
th

, 

2010, that start with URL X, and contain Y and Z in that order, and that have a minimum 

support of 50% and a minimum confidence of 80%. 

Huang [53] implemented the Apriori algorithm to learn association rules and the Apriori-All 

algorithm to learn sequential patterns from the session file. The application identified 

interesting rules and patterns in Livelink, which was a collaborative intranet. The system 

gave some uninteresting rules and the same research group used background knowledge on 

objects in Livelink to prune out the uninteresting rules. 

Nanopoulos et al. [33] introduced a method based on signature tree, by efficiently mining 

web logs and log data that are stored in databases using proficient pattern queries. The 

proposed encoding scheme was constructed considering the order among the elements of 

access sequences. A tree structure called a WAP-tree (Web Access Pattern tree) was 

presented as an access web page sequence and was devised to access sequences and 

corresponding counts closely [9]. This structure was twice optimized to exploit the sequence 

mining algorithm (which was developed by the same authors).  

In 2001, the same authors proposed a novel sequential pattern mining method called 

PrefixSpan (Prefix-projected Sequential pattern mining), where it only explored local 

frequent patterns. Due to prefix-projection, the size of the database is substantially reduced. 

which leads to efficient processing [82]. Later, in 2004, the performance improvement of the 

PrefixSpan algorithm, which was based on bi-level projection, was reported not to be so 

effective in certain cases [83]. Therefore, they improved the PrefixSpan algorithm and it was 

integrated with pseudo-projection. Since PrefixSpan-2 explored ordered growth by prefix-
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ordered expansion, it resulted in less growth points and reduced projected databases in 

comparison.  

In the same year, Ernestina, et al [84] stored log data in another tree structure, the FBP-tree 

(Frequent Behavior Paths tree), to improve the sequence pattern by isolating useful sub-

sessions within web page access sessions, where each sub-session represented a frequently 

traversed path indicating high-level user activity. However, patterns were discovered without 

considering time information. The FBP-tree was used to compute the frequent access path 

and isolate the sub session in PathSearch-BF. The system constructed a smart access path that 

is presented to users, assisting them during their navigation in the websites [85]. Currently, 

they are also working on an extension to this algorithm by incorporating time information in 

order to develop more sophisticated rules [85]. 

2.5.4. Statistical Analysis for Web Usage Mining 

From an academic perspective, statistical analysis focuses on the following aspects; 

individual statistics: analysis over an individual website accessed by the user, relative 

statistics: analysis over collective users for collective sites, and general statistics: analysis of 

the access pattern by the category. Web usage mining belongs to general statistics as 

identified by Bommepally et. al. [86].  

Chakrabarti [87] carried a survey of data mining for hypertext. He primarily surveyed the 

statistical techniques for web mining. Another survey on the use of web mining for web 

personalization highlighted that interesting usage patterns were discovered by extracting 

statistical information such as diagnostic statistics (for instance, server errors, and “Page Not 

Found” errors), server statistics (for instance, top pages visited, entry/exit pages, and single 

access pages), referrers statistics (for instance, top referring sites, search engines, and 

keywords), user demographics (such as top geographical location, and most active 

countries/cities/organizations) and client statistics (visitor‟s web browser, operating system, 

and cookies) [48]. Many web analytics tools also provide this level of information. 

2.6. Anomaly Detection Techniques 

Anomaly detection is a main problem that has been researched within diverse research spaces 

and industrial application domains in web usage mining [21]. Anomaly detection denotes the 

identification of patterns in data that do not present the expected behavior. These non-
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conforming patterns are often stated as anomalies, exceptions, aberrations, surprises, outliers 

or discordant observations [12]. Many techniques discussed in section 2.5 are also used in 

anomaly detection. Detecting minor changes in patterns is useful for many domains and the 

sections below discuss the approaches in detecting minor changes in anomaly detection 

researches. The next few paragraphs discuss each method, their limitations and benefits for 

anomaly detection. 

2.6.1. Anomaly Detection using Clustering Techniques 

Clustering is used to group similar data instances into clusters [88]. Clustering based anomaly 

detection techniques can be categorized into three types as shown in Figure.2.7 and each type 

has different assumptions for anomalies [12].  

 

Figure.2.7: Clustering based anomaly detection techniques 

In category one, normal data instances belong to a cluster, while anomalies do not belong to 

any cluster and are called outliers. Several clustering algorithms such as DBSCAN [58], 

ROCK [89], and SNN clustering [83] do not force all data instances to belong to a cluster. 

They detect clusters and non-clustered instances are declared as anomalies. Those techniques 

are not optimized to find anomalies, since the main aim of the underlying clustering 

algorithm is to find clusters. 

The second category of clustering algorithms calculates the distances from cluster nodes to 

the closest cluster centroid where the distances are the anomaly scores. Self-Organizing Maps 

(SOM) [90], K-means Clustering[91], and Expectation Maximization (EM) [62] belong to 

this cluster type. 

If the anomalies in the dataset form clusters by themselves, these clustering techniques are 

not able to detect such anomalies. To address this issue, a third category of clustering based 
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techniques has been proposed. This third type of cluster technique has threshold value that 

gives the minimum value for size and/or density of the anomaly cluster. Numerous 

distinctions of the third category of techniques have been proposed, such as cluster based 

local outlier factor (CBLOF) [92], an anomaly detection technique using k-d trees [93], and 

clustering and robust estimators to detect outliers [94]. Chaudhary et al. [93] proposed a 

technique using k-d trees that provide a partitioning of the data in linear time and they test it 

on astronomical data sets. Another research group proposed an indexing technique called 

CD-trees using the concept of Skew of Data (SOD) to efficiently partition data into clusters. 

The data instances that belong to sparse clusters are declared as anomalies [95]. 

Anomalies are detected as a by-product of many clustering techniques, and hence are not 

optimized for anomaly detection. Some clustering based techniques are effective only when 

the anomalies do not form significant clusters among themselves. Web usage mining may 

have high density instances when there is a Denial of Service (DOS) attack [96]. Therefore, 

those attacks are not detected using those techniques as the DOS attacks form a cluster. 

2.6.2. Anomaly Detection using Classification Techniques 

Classification anomaly detection techniques are based on classifiers that can distinguish 

between normal and anomalous classes that are learnt in the given feature space. In the 

training phase, classification techniques require a labelled data set [59, 60]. However, in web 

usage mining, getting a labelled dataset is  a difficult task. Access logs contain web user 

requests and there is not enough information to generate labels for log data or web sessions 

automatically. Normally, there is a huge amount of web sessions, and web sessions have 

many combinations of pages and page sequences. Therefore, labelling those web sessions 

manually is not feasible.     

2.6.3. Statistical Anomaly Detection Techniques 

The underlying principle of any statistical anomaly detection technique is; “An anomaly is an 

observation which is suspected of being partially or wholly irrelevant because it is not 

generated by the stochastic model assumed” [99].  

The key disadvantage of statistical techniques is that they rely on the assumption that the data 

is generated from a particular distribution. This assumption does not hold true for high 

dimensional real data sets. Choosing the best statistic is often not a straightforward task 
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[100]. Histogram based statistical techniques check if a test instance falls into any one of the 

bins of the histogram [96, 97]. If it does, the test instance is normal, otherwise it is 

anomalous. An anomaly might have attribute values that are individually very frequent, but 

their combination is very rare. An attribute-wise histogram based technique would not be able 

to detect such anomalies [12]. 

2.6.4. Anomaly Detection using Association Rule Mining 

Anomaly detection rules are learnt by capturing the normal behavior. A basic multi-class rule 

technique involves two steps. The first step is to learn rules from the training data, whereas 

the second step is to test the instance by catching the test instances [61, 62]. 

Association rule mining has been used for one-class anomaly detection by generating rules 

from the data in an unsupervised fashion [95, 96]. Those techniques rely on the availability of 

accurate labels for normal classes, which are often not possible in web usage mining. Each 

test instance also needs to be labelled [12]. Therefore, rule based techniques are not that 

suitable for web usage mining.   

2.6.5. Other Techniques for Anomaly Detection 

The spectral anomaly detection technique is another way to capture anomalies. Such 

techniques are based on the key assumption that data can be embedded into a lower 

dimensional subspace in which normal instances and anomalies appear significantly different 

[10, 19]. The spectral anomaly detection technique does not detect minor changes.  

Since the main objective of web usage mining is to detect common user patterns, anomaly 

detection techniques are not often used in web usage mining. However a few research groups 

have used anomaly detection techniques in web usage mining to improve the system [19, 

101].  

2.7. Using Episodes for Web Usage Mining 

An episode is defined by the W3C as a semantically meaningful subset of user sessions [42]. 

Episode identification is an optional preprocessing step that can be performed after the 

required preprocessing steps, as shown in Figure 2.8 [29]. 
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Figure 2.8: Preprocessing steps with episode identification (source [29]) 

The goal is to identify users‟ partial interests. For instance, we can define an episode as 

business page views on a news server or shopping cart pages on an e-shop. Besides these 

manual definitions, there are three general methods to recognize subsets of user sessions, 

based on the assumptions about user browsing behavior [29]. 

Web usage mining has three phases, as explained in section 2.3. Figure 2.9 shows the full 

details of the web usage mining process and covers methodologies that are used in web usage 

mining [29]. It also shows the episode identification module included in the preprocessing 

stage. 

 



 

29 

 

 

Figure 2.9: Detailed web usage mining process (source [1]) 

The same author explained more about the episode definition in theoretical form. The page 

classification to the auxiliary and media pages is based on the assumption that the user 

browses a website until he finds the relevant page (the media page). The path to this media 
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page is assembled from the auxiliary (or navigational) pages. Generally, there are two types 

of episodes; "Auxiliary-Media" and "Media only", as shown in Figure 2.10. 

 

Figure 2.10: Two types of episodes (Source [29]) 

According to Figure 2.10, episodes can be further divided in to two types [29]. With the 

concept of auxiliary and media page references, A and M represents auxiliary page access 

and media page access respectively. In the first method, an auxiliary-media episode is defined 

as a sequence of auxiliary page accesses ending with a media page access. The second 

method is to define the set of all the media page accesses as media only episodes [11]. 

Another episode definition is the subset of page views that deal with the "new user 

registration" process. The second definition is interesting as it detects episodes only from 

page navigation URLs and not from page content [29].  

A session is a collection of episodes. An episode is a sequence of access pages that has 

semantic meaning [29]. For example, in a commercial website, an episode would refer to 

payment. This involves pages {payment page, enter credit card details, confirmation}. 

Similarly, the login episode contains pages {home page, enter credentials, user account} and 

purchase episode contains pages {shopping cart, add items to cart, checkout, confirm} (page 

accesses occur in the given order). 

2.8. Suffix Array to Locate the Substring Pattern 

Suffix array is a well-known data structure used in full text indices and bioinformatics to find 

the longest pattern [108]. The suffix array is used as an index to locate the substring pattern 

very quickly. The suffix array (SA) of any string, T, is an array of length |T | such that SA[i] = j, 
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where T [j : |T |] is the i-th lexicographically smallest suffix of T. The suffix array for any string 

of length |T | can be constructed in O(|T |) time [109].  

Suffix array is a popular data structure in genetic algorithms to find the longest pattern [64]. A 

suffix data model is used for mining frequent traversal path patterns from very large web logs. 

During the data cleaning phase in web usage mining, the suffix style is used to remove files and 

URL parameters [111]. An efficient web user pattern mining approach based on suffix array for 

frequent reference path generation was presented by Jing [112]. Microsoft research presented 

the suffix-array algorithm to efficiently derive all possible substrings and their frequencies in 

URL mining and is used in the RegEx generator [113].  

2.9. Regular Expressions 

A regular expression is a sequence of symbols and characters expressing a pattern, mainly for  

the use in pattern matching with strings [114]. The simplest regular expression is a single 

literal character, except for the following special meta characters: * + ? ( ) |. The use of 

regular expressions have been presented as a sequential pattern mining process [52]. 

However, regular expressions have not been used in web session pattern detection.  

2.9.1. Regular Expression Engines 

There are regular expression engines in operating systems, text editors and word processing 

applications. The next few paragraphs describe existing tools and libraries along with their 

pros and cons. Regular expression engines check for the existence of patterns in the data set. 

RE2 (Regular Expression Engine) is a fast, safe, thread-friendly regular expression engine 

with backtracking in Perl and Python [115]. It identifies the matches in text or content after 

giving the regular expression. RE2 is not capable of finding patterns in text content. It 

generates regular expressions from the content. The PCRE (Perl Compatible Regular 

Expressions) library develops regular expression pattern matching using the syntax and 

semantics for Perl 5 [116]. It is also a pattern matching library for a given regular expression, 

not capable of pattern recognition. 

Regular expression builders such as RegExr and RegexBuddy are very popular. RegExr is a 

tool for learning, writing and testing regular expressions [117]. Although RegExr includes 

features such as real time results, code hinting, detailed results and a built-in regex guide, it 

does not build regular expressions from the context. RegexBuddy is another tool used to 

create and edit regular expressions [118]. After the creation of regular expressions, it is tested 
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on sample data, stored for later usage and sent to the application. The regular expression can 

be exported as well. It matches the character strings with the regular expressions. However, 

regular expression builders are not built for pattern recognition. Regular expression engines 

have pattern matching, and regular expression builders have to pass the interesting pattern or 

event or stream to generate the regex. 

Cho and Rajagopalan addressed scale and performance issues when they matched regular 

expressions against a large corpus  [119]. Suffix-tree was introduced to speed up the regular 

expression indexing engine. 

2.10. Discussion 

Section 2.5.2 highlighted two problems in clustering techniques that have a big impact on 

web usage mining. The first issue is that a lot of clustering algorithms require parameters 

such as cluster count before the algorithm can be executed. This is not feasible in web usage 

mining as the cluster count is mapped to user behavior group count, which is unknown. Later, 

researchers used density based clustering algorithms as explained in section 2.5.2.2. 

However, these require minimum density for a cluster region. The expectation maximization 

clustering algorithm can be executed without passing parameters and was used in web usage 

mining recently. Using these techniques, identification of common behavior has been the 

subject of most of the previous researches. Comparatively, anomaly detection using 

clustering techniques has received less focus. 

In most clustering algorithms, the access patterns with slight deviations from each other are 

clustered together based on their similarity. Identifying these slight changes in access patterns 

is important to prevent attackers and hackers. Anomaly detection clustering techniques 

explained in section 2.6.1 also do not detect these minor changes within clusters. 
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3. USING HYBRID CLUSTERING TO IDENTIFY WEBSITE USER 

ACCESS PATTERNS 

3.1. Overview 

In the previous chapter, past and present research on web usage mining and its applications 

were discussed. To run clustering algorithms, parameters such as cluster count and minimum 

count for cluster density region are necessary. It is a major problem in web usage mining 

using clustering, as highlighted in section 2.5.2.  

We also discussed approaches and achievements in anomaly detection. We also highlighted 

that many clustering algorithms are not optimized to find anomalies and need labeled data to 

train the classification and associative rule mining techniques. When anomalies are highly 

frequent, these techniques fail to detect them. There are not many achievements on detecting 

slight changes in patterns in web sessions.  

In this research, two approaches are presented to solve these problems. The steps for those 

two approaches are shown in Figure 3.1 and Figure 3.2. Chapter 3 and chapter 4 describe 

them respectively. The first approach solves the cluster parameter issue by combining two 

clustering algorithms. Detecting slight differences between web user sessions is achieved by 

an episode-based approach. The difference in the hybrid clustering algorithm approach is that 

it considers the page sequence after pattern discovery by clustering. 

 

Figure 3.1: Hybrid clustering algorithm approach 

 

Figure 3.2: Episode based approach 
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Section 3.2 explains the data model and terms that are used in our approach. The next section 

explains web log preprocessing engine design and implementation. Many data mining 

techniques used in pattern discovery support only numeric values as inputs.  However, log 

files contain text and numbers and it is important to have log data transformed from a mixed 

data type into a numbers only representation. This transformation is achieved at the data 

preprocessing phase. URLs are converted to a numerical representation. Referee and browser 

agent fields are used to identify the user session. After session identification, there is only 

numerical representation of user sessions. 

The hybrid clustering technique, which is used to solve the first problem in section 2.5.2, is 

described in section 3.4. It includes the justification for using the hybrid clustering approach 

as well. The final section covers the signature module, which is responsible for finding the 

unique patterns in clusters of web sessions.      

3.2. Terminology and the Data Model 

The key step in a Knowledge Discovery System (KDS) is to pick the correct and suitable data 

set for the data mining task. There are proxy level, server level, client level, firewall level and 

site level logs. Each type of data collection differs not only in terms of the location of the data 

source, but also in the kind of data. The client level log contains a single user in multi-site 

behavior, the server level logs depict multiple users in a single server, proxy logs track 

multiple users in a multi-site usage environment and site level logs carry information of 

multiple users in a single site. Since we are interested in user access patterns, we collect site 

level logs, which are also called web access logs. 

Web access logs contain web resource usage against the website user IP address, along with 

the timestamp. In other terms, the web access log maintains a history of page and web 

resource requests. The W3C maintains a standard format (the common log format) for web 

server log files, but other proprietary formats also exist. The common log format, also 

recognized as the NCSA common log format, is a standardized text file format by National 

Center for Supercomputing Applications [35]. It is referred to as the access log since it 

contains only basic HTTP access information. An access log is a collection of web requests 

where the web request includes the client IP address, requested date/time, page requested, 

HTTP code, bytes served, user agent, and referrer.  Figure 3.3 is an example of a single web 

record in a web access log. Each element in the log record is explained in bullet points 

respectively. A "-" in a field indicates missing data. 
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220.247.227.134 user-identifier [10/Jan/2016:13:55:36 -0700] "GET /public_img.png HTTP/1.0" 200 

4567 "-" "Mozilla/5.0 (Windows NT 6.1) Firefox/35.0" 

Figure 3.3: Log record in access log file 

The web log record contains the following details in order. 

 Remote host - Remote hostname (or IP number if DNS hostname is not available). 

 User identifier - The remote log name of the user or user identification. 

 Date - Date and time of the request in box brackets. 

 Request - The request line exactly as it came from the client, in double quotes. 

 HTTP Status - The HTTP status code returned to the client. 

 Bytes - The content-length of the document transferred, measured in bytes. 

This data can be combined into a single file or separated into distinct logs, such as an access 

log, error log, or referrer log. Anyway, access logs typically do not collect user-specific 

information such as user names, user ID, user password, etc. Log files are not accessible to 

general internet users, but are accessible only to the webmaster or other website 

administrative persons. 

As mentioned briefly in chapter 2, the W3C has defined several data abstractions for web 

usage. A user is defined as a single individual that is accessing files or web resources through 

a web browser using a digital device. A digital device can be a computer, tablet or mobile 

device, and is able to send web requests. Also, several users may use the same machine and 

browser. 

A page view consists of the set of files that contribute to the display on a user's browser at a 

given time. A page view is usually associated with a single user action such as a mouse click 

or navigation from the website. When discussing and analyzing user behavior, it is really the 

aggregated page view that is important. The user normally requests a web page and does not 

explicitly ask for a particular image or frame or graph or database record to load into his or 

her browser.  The set of page views in a user session for a particular website is referred to as 

a server session or a web user session, and is also known as a visit. A set of web user sessions 

are fed to web usage mining tools. Tracking these sessions using server level data is very 

difficult as they are recorded with respect to time, not from user sessions. Before using these 

access logs for analysis, the web sessions need to be identified.  
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3.3. Preprocessing Engine 

The main tasks of the preprocessing engine are to convert web access logs into a web session 

matrix, and user identification. The data preprocessing engine needs to be effective and 

efficient since it is the starting point in the system and would affect the whole process. 

Multiple log formats are needed to be handled by the engine. The logs should be given in a 

generalized format. Session and user identification are configurable using the parameters, 

web agent, status, IP and time stamps. The above are requirements of the data preprocessing 

engine. The next section discusses the theoretical aspects in accordance with the literature 

review in section 2.4.2. Much research has been done on data preprocessing and their work 

were compared and contrasted in the section 2.4.3 and Table 2.1.  

 

Figure 3.4: Functionality of the data preprocessing engine 

After acquiring the access log, data cleaning is done in the next stage. Duplicates and 

formatting issues are removed from the data at this stage. User identification is done using the 

IP address whereas session identification is done using agent time and IP session. The data 

preprocessing engine functions are listed in Figure 3.4.  

3.3.1. Implementation of Preprocessing Engine 

Firstly, we need to preprocess the web server access logs and index them. We read the server 

access logs and filter the log records of a specific site and remove duplicates that can be in 

different formats.  

There are access logs with different sizes that are created daily or weekly and sample access 

log file is shown in Figure 3.5. A normal website generates 100 MB to 1 GB volume of 

access log files weekly. It can vary depending on time periods such as days, months and 
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years, as web user trends vary from time to time. It is not practical to open the whole log file 

or read the whole file at once as it contains huge amounts of data to read and process. It is 

good practice to open while streaming and process it, as this will avoid memory overflows. 

Therefore, we used stream reading rather than file APIs or file open and read mechanism.  

Log files are chunked with time periods or volume of the files without considering user 

sessions in real world servers. Since a log file is chunked in to different log files while it is 

being created in the server, web user sessions can be logged in two or more log files. Reading 

log files needs to be done according to the order in which log files are created. This avoids 

web session interruption. It is a good practice to follow when log files are generated in a daily 

or hourly basis. In our system, log files are filtered and structured log records are appended to 

one file called „log‟.  

 

Figure 3.5: sample access log file 

Log data was cleaned using three steps as proposed in [34]. Logs contain textual data. Site 

URLs, agents and similar parameters in the log record are duplicated. In log cleaning, those 

URLs in the website are indexed in order to reduce the volume of data to be processed as 

integers represent the URLs. Filtering is done over HTTP status and web resource types. This 

filtering is configurable in the implemented system by defining web resource extensions such 

as .js, .png and .css. By defining those file extensions in the system configuration; it excludes 

log records that contain records related to those files.  
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In computer science and networking, there are many types of sessions such as shell sessions, 

TCP sessions (Transmission Control Protocol sessions), login sessions, desktop sessions, 

browser sessions and server sessions. In web usage mining, a browser session is also called a 

web session. A web session is a semi-permanent interactive information interchange between 

the server (website) and the user and it allows associating information with individual visitors 

[20].  The log file consists of web requests from all users and is identified with these web 

sessions. Sessions are generated by grouping „IP‟ or 'IP' and 'Agent' [14]. Those web user 

sessions are included in a session file.  Each URL is given a unique number (integer). The 

mapping file contains the mapping of these integer numbers to the URLs. Figure 3.6 contains 

a snapshot of the session file and mapping file. 

22 – teststie.lk/contact/online-page 

23 – teststie.lk/search-name 

24 – teststie.lk/home 

25 – teststie.lk/contact/offline-details 

(a) Mapping file 

23, 23, 24, 45, 87, 43, 87 

23, 23, 24, 24 

87, 32, 44, 23, 93 

(a) Session file 

Figure 3.6: Session file and Mapping file 

The mapping file is sorted and similarities between the URLs are found by looking at the 

argument length and argument name in the URLs. The same page can be referred with 

different sets of URL arguments. Once these arguments are removed, only one entry per URL 

is left in the mapping file. After removing URL arguments, the mapping file is updated with 

the new version and the session file is updated with the new mapping file. 

The most requested pages for a given time period are retrieved by counting the number of 

web page requests. The new mapping file for most common pages (page occurrence count 

can be adjusted) is built. An NxM matrix with page ID and session number (default size is the 

total size of the session file and page count) respectively, is built to be used by clustering 

algorithms [10, 60]. Many clustering algorithms can be executed on the matrix since it has 

numerical elements. Figure 3.7 shows the components in the data preprocessing engine.  
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Figure 3.7: Component architecture of the data preprocessing engine 

At the end of the preprocessing stage, web records are grouped and indexed by the web 

session sequence and all the sessions have a unique ID. The unique ID points to a list of web 

log records. All the log parameters such as HTTP status, web referrer and web agent are 

contained in a web record. The web records can be retrieved from the session ID. The 

advantage of an indexed database is that, in the case of an interesting session, the web records 

can be retrieved in an efficient manner. 

3.4. Hybrid Clustering for Web Usage Mining 

A key feature of EM+DBSCAN is the integration of EM with DBSCAN clustering. In this 

section, we provide the background with advantages and limitations of EM and DBSCAN. 

Justification for the combination is discussed in section 3.4.1.Section 3.4.2  discussed the 

EM+DBSCAN implementation. 

3.4.1. Justification for EM+DBSCAN 

The parameters in a clustering technique have massive influence on the accuracy of the 

algorithm, as discussed in section 2.5.2.5. In web usage mining, it is hard to know the exact 

values or predict values for these parameters. Changing user patterns is unpredictable and 

there are many different website users. Updating the site and changing user trends also have a 

great impact on those parameters. Therefore, the values for parameters fluctuate from time to 

time and it is hard to handle the algorithm in an effective manner, as those algorithms are 

bound to those parameter values.   
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Modern websites range from simple to complex as it is a drastically growing field. As Table 

3.1 shows, there are some facts that affect user access patterns. Some sites contain only a 

single page model and the URL parameter is responsible for page content to load using ajax 

web requests. Modern user interface components such as menus, tree and breadcrumbs let 

user navigate as they wish. Users can access any page with different page sequences and 

multiple accesses to the same page. Therefore, there can be unlimited page combinations that 

the user can access.  

Table 3.1: Factors that affect user navigation in a website 

 Factors That Affect Navigation Existing Techniques 

Site design Single Page 

Multiple pages 

Unlimited scrolling 

Page load type Hard code pages 

Dynamic pages 

Navigation UI component Hyperlinks 

Menu bars 

UI Trees 

Breadcrumbs 

 

User patterns vary by many factors, as explained in the above paragraph and Table 3.1. There 

are many page access combinations and user web access requirements that also vary with the 

user‟s intentions. There can be many access patterns that are not expected beforehand so 

counting categories and grouping these access patterns is difficult. Since pattern count is hard 

to determine, finding the cluster count is not possible. Domain experts are also not able to 

give the correct cluster count. Many clustering algorithms such as k-means require cluster 

count to be known beforehand.  

EM can be executed with or without passing the cluster count whereas k-means needs the 

cluster count in order to execute. When EM is run without the cluster count, the cluster result 

accuracy is low. EM contains a useful feature where it can execute with or without the cluster 

count. This feature is more useful in web usage mining and works to our advantage.  

DBSCAN does not require the number of clusters to be specified prior to running the 

algorithm, but needs a minimum number of points required to form a dense region. DBSCAN 
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is able to find arbitrarily shaped clusters and it is robust to outliers. There exists work that has 

combined k-means and EM but not EM and DBSCAN. By combining the EM and DBSCAN 

algorithms, it is possible to eliminate the individual disadvantages of the algorithms such as 

prior knowledge on cluster count and accuracy degradation.  

3.4.2. EM+DBSCAN Algorithm Implementation 

The use of EM+DBSCAN algorithms is described below and is graphically represented in 

Figure 3.8. First, we execute the EM clustering algorithm passing -1 since we do not know 

the cluster count. The EM clustering algorithm is sufficient in finding the cluster count. The 

algorithm outputs a suitable value for the cluster count depending on the data set given. The 

count of the data set is divided by the cluster count and by a Gaussian function, and the 

minimum and maximum number of web sessions in a cluster are calculated. These values are 

input to the DBSCAN algorithm and the cluster count is the output from the system. Inter-

cluster distances, intra-cluster distances and completeness values are compared (highest intra-

cluster distance, lowest inter-cluster distance and highest completeness the better) to find the 

best value. Then the cluster count given by this best value is input to the EM algorithm again 

and the results from each algorithm are interchanged to get an optimal value. By examining 

the plot of inter-cluster distances and intra-cluster distances, it can be said that the values 

have reached an optimal value. The plotted graph should reach a steady value at the optimum 

cluster count. The final cluster result is the best result that was generated during the steady 

period. 

 

Figure 3.8: EM +DBSCAN algorithm 

 



 

42 

 

3.5. The Signature Module 

A set of clusters are built after clustering. Each cluster contains its own features. In the initial 

phase, domain expert knowledge is used to evaluate the clusters. Experts can label them if the 

clustering is correct. Unique features are then found for each cluster and these features 

correspond to different user behaviors. A cluster is identified by this unique signature called 

the „finger print‟. Frequent pattern mining and sequence pattern mining were used to find 

unique signatures. 

Clusters were built on the hypothesis that each cluster can be distinguished by the occurrence 

of a particular page or a set of pages. However, in some cases we could not find a unique 

page occurrence in a cluster, therefore, we needed to find a set of pages that uniquely 

identified that cluster. Then, the page access order also has to be considered to find the 

unique feature of the cluster. Association rule mining is a method of discovering interesting 

relations between variables or items in a large dataset [105]. Association rule mining 

typically does not consider the order of items either within a transaction, or across 

transactions in contrast to sequence pattern mining, but it is faster than sequence mining. 

Therefore, we perform association rule mining to get confidence in the signature. If the 

obtained signature is not unique, then we proceed to sequence pattern mining. 

Some clusters do not have a unique page occurrence, but some do. As an example, consider 

the cluster 1 page occurrence matrix in  

Figure 3.9. Sessions 1, 6 and 7 belong to cluster 1. All the above sessions in cluster 1 contain 

pages P1, P6 and P10. P6 only occurred in cluster 1 where P1 and P10 can be seen in other 

clusters such as cluster 2 and cluster 3 (sessions 2 and 4 respectively). Therefore, P6 is a 

unique signature for cluster 1. There are some clusters where it is difficult to find a unique 

page occurrence. Consider matrix sessions 2, 3, and 5 in  

Figure 3.9. They all belong to the same cluster (cluster 2). P1 and P2 cannot be considered as 

the signature of this cluster since P2 does not occur in session 5. Since a unique signature 

could not be given to cluster 2, sequence pattern mining was used to find the signatures. 
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Figure 3.9: Cluster matrix with session numbers and page occurrences 

Apriori is used to find the signatures in clusters where the support level is one or closer to one 

(support level 1 indicates the occurrence of a page or pages in all the sessions in the cluster). 

A simple string search over the page occurrence matrix confirms the uniqueness of a 

signature.  

The signatures are optimized by checking the length and the positions of pages in web 

sessions. For example, a cluster can have multiple signatures but it is worth picking a shorter 

length for the signature and position of the signature that can appear in the user session. 

When the signature is short, it improves the detection time.  The first appearance of the 

signature is important so that the system is able to label the sessions in the initial phase. 

Figure 3.10 shows the cluster signature module implementation.  

 

Figure 3.10: Cluster signature module 
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4. EPISODE BASED APPROACH 

4.1. Overview 

The EM+DBSCAN clustering algorithm finds interesting access patterns and groups the 

users, but cannot identify the slight differences between accesses patterns included in 

individual clusters. In reality, these could refer to important information about attacks. 

This chapter introduces a methodology to identify these access patterns at a much lower level 

than what is provided by traditional clustering techniques, such as nearest neighbor based 

techniques and classification techniques. This technique makes use of the concept of episodes 

to represent web sessions. These episodes are expressed in the form of regular expressions. 

To the best of our knowledge, this is the first time that the concept of regular expressions is 

applied to identify user access patterns in web server log data.  

4.2. Detecting Slight Changes 

To capture the slight changes, the data model needs to be generated or pre-processed as 

lossless.  

4.2.1. Data Models for Detecting Slight Changes 

There are four types of data models as shown in Figure 4.1. These are the possible ways to 

represent web user session data. 

 Page occurrence matrix 

 Page frequency matrix 

 Data cube 

 Session page list with suffix array 

 

(a) Page occurrence matrix 
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(b) Page frequency matrix 

 

(c) Data cube 

 

(d) Session page list 

Figure 4.1: Data model types in web usage mining 

Page occurrence matrix is an NxM matrix with elements 1 or 0. It horizontally represents 

page IDs and vertically represents session IDs. The value 1 or 0 denotes whether or not the 

page has occurred in a session.   

Page frequency matrix is an NxM matrix with elements between 0 – n. The horizontal axis 

and vertical axis represent the page IDs and session IDs respectively. This is same as the page 

occurrence matrix. The value of an element indicates the frequency that the page has 

occurred in the web session. The frequency matrix represents the page frequency of the 

sessions, which is not included in the page occurrence matrix.  

Data cube is a 3D structure with page ID represented along the horizontal axis and session ID 

represented along the vertical axis. The third dimension represents the time axis.  
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The session page list represents the list of page IDs with the session. It is improved with the 

suffixed array discussed in section 2.8. Suffix array is a well-known data structure used in 

full text indices and bioinformatics to find the longest pattern. The suffix array is used as an 

index to locate the substring pattern very quickly.  

The page occurrence matrix and page frequency matrix are not used for capturing slight 

changes in user access patterns since they do not contain sequence related information. 

Therefore, data is lost in these data models. Data cube is not selected for capturing and 

storing web session information as it consumes a large amount of data volume. Also, the 

processing of the data structure is complex due to drill-down and roll-up functions. Suffix 

array is more light-weight than data cube. Since the sequence is stored in the suffix array and 

the subsequences are considered, we used it in our design as a basic data structure.  

4.2.2. Slight Changes between Web User Sessions 

After representing web sessions as episodes, it is easier to distinguish the slight changes 

between user patterns with respect to normal user behavior and anomalous behavior. The 

example shown in Figure 4.2 depicts the normal user access pattern and the attacker access 

pattern. The sub-pattern that is common to both is called episode 1. The slight changes are 

easily highlighted in the access patterns when sub-patterns are replaced with episodes. 

 

Figure 4.2: An example of a slight change in web session 

4.2.3. Design 

Our system contains three modules. First, the web log data cleaning module, which is 

responsible for purifying the web access log data by removing unwanted parameters. Web 

sessions are built from the same cleaning module described in section 3.3.  

The second module generates regular expressions by processing web sessions. These regular 

expressions are indexed with the results count.  
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The final module groups the regular expressions by looking at their similarity and the count 

of their occurrences in a web session. These regular expressions are indexed and stored in 

suffix arrays. Suffix array used in this work is an improved version of the original suffix 

array, where we introduced an occurrence count. Therefore, the most common regex can be 

found easily. The groups represent episodes that have semantic meaning in order to 

understand the website user activities. Sessions are updated with episodes. Figure 4.3 shows 

the modular architecture of the implemented system. 

 

Figure 4.3: System architecture 

4.3. Episode 

An episode is seen either as part of a session or the entire session. A set of episodes is seen on 

a user session as given in the example below in Figure 4.4. When a user accesses a website, 

he accesses the homepage, reads an article and gives feedback. The corresponding episodes 

are accessing home page, reading article and giving feedback. The same set of episodes can 

be present in another session in a different order.  

When the occurrences of episodes are considered, the following structures are seen. There is 

the overlapping of two episodes with multiple pages in the overlapping area. There can be 

non-overlapping areas as well as overlapping areas in web sessions. Plain web session and 

web session with single episode are shown in Figure 4.4 (a) and (b), respectively. The next 

structure is two episodes with a page access in between. The two episodes are separated by a 

single page access (Figure 4.4 (c)). The other structure (Figure 4.4 (d)) is adjacent to two 

episodes. The episodes are non-overlapping and are next to each other. The next structures, 

Figure 4.4 (e) and (f) are two episodes overlapping each other. The overlapping area contains 
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a single page access. The next structure is multiple episodes inside a single episode. There are 

one or more episodes inside the episode as shown in Figure 4.4 (g). 

 

(a) Plain web session 

 

(b) Web session with one episode  

 

(c) Web session with episodes separated from a single page 

 

(d) Web session with adjacent episodes  

 

(e) Episode overlapping with a single page 
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(f) Episode overlapping with multiple pages 

 

(g) Child Episode  

Figure 4.4: Episode structures 

4.4. Regular Expressions to Represent Episodes 

When an episode is represented as a regular expression, it reduces the volume of session data. 

When the episodes are represented by regular expressions, slight changes to major changes 

can be easily identified. Slight changes can be detected through the repetitions and 

alternations of individual pages. Major changes can be detected by repetitions and alternation 

of page groups. 

The regular expressions generator in Figure 4.5 contains three components. They are; session 

subsequence builder, suffix array builder and regex builder. 

The output of the session subsequence builder, i.e. sub-sequences (page sequences) is stored 

in a list similar to the improved suffix array. The suffix array builder outputs an improved 

suffix array of sub-sequences and the regex builder outputs a list of regular expressions. 
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Figure 4.5: Regular expressions generator 

 

As explained in section 2.5 and section 2.9, suffix arrays have been commonly used to 

identify the longest pattern in genetic algorithms [120] and on-line string searches [121]. 

When using suffix arrays for web sessions, the limitation of the suffix array approach is that 

it does not uniquely identify page sequences that are situated in the middle section of a 

session. Therefore, the session subsequence builder generates sub-sequences [122] from 

sessions. Lengths of sub sequences are configured manually, or in default mode, have a fixed 

range from 2 to the length of the sessions.  

The sub-sequences are stored with a suffix. We introduce a new feature column for suffix 

array called count that represents the occurrence count. When there is a suffix count for suffix 

array, it reduces the suffix array length and enables to find the sub-sequence distribution as 

well. It is a data structure used, among others, in full text indices, data compression 

algorithms and within the field of bioinformatics [123]. Here, we use this technique for page 

sequence compression and to increase the performance of our system.  

Table 4.1 represents a sample session in a normal suffix array. In a suffix array, the table 

header, i, represents the string charter index and here, it is the session page index. If we used 

a sorted suffix array for sessions as in Table 4.2, we will not be able to find all the patterns in 

sessions as some page sequences such as {34,34,23}, {34,12,11} are missed from the middle 

part of the session string. 

Session no 101: 12, 34, 34, 23, 11, 45 
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Table 4.1:Suffix Array on a sample user session 

Suffix i 

12, 34, 34, 23, 11, 45 $ 1 

34, 34, 23, 11, 45 $ 2 

34, 23, 11, 45 $ 3 

23, 11, 45 $ 4 

11, 45 $ 5 

45 $ 6 

$ 7 

 

Table 4.2: Sorted Suffix Array 

Suffix i 

$ 7 

11, 45 $ 5 

12, 34, 34, 23, 11, 45 $ 1 

23, 11, 45 $ 4 

34, 23, 11, 45 $ 3 

34, 34, 23, 11, 45 $ 2 

45 $ 6 

 

A suffix is part of a user page access sequence in sessions. Table 4.4 shows an improved 

sorted suffix array with index. A unique number for the suffix is assigned and it is built from 

n-grams in Table 4.3. This index can be used as a reference rather than using the suffix in any 

process or task that is not comparing suffix values. The suffix count is an important part of 

our system as it represents the commonness of user accesses. Using the count, we can get the 

most common and uncommon user access patterns. 

Table 4.3: n-grams of the user session 

N n-grams 

2 (12, 34), (34, 34), (34, 23), (23, 11), (11, 45) 

3 (12, 34, 34), (34, 34, 23), (34, 23, 11), (23, 11, 45) 

4 (12, 34, 34, 23), (34, 34, 23, 11), (34, 23, 11, 45) 

5 (12, 34, 34, 23, 11), ( 34, 34, 23, 11, 45) 

6 (12, 34, 34, 23, 11, 45) 
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Table 4.4: Sorted suffix array from n-gram 

Index Suffix Count 

1 11, 45 1 

2 12, 34 1 

3 12, 34, 34 1 

4 12, 34, 34, 23 1 

5 12, 34, 34, 23, 11 1 

6 12, 34, 34, 23, 11, 45 1 

7 23, 11 1 

8 23, 11, 45 1 

9 34, 23, 11, 45 1 

10 34, 23, 11 1 

11 34, 23 1 

12 34, 34, 23, 11, 45 1 

13 34, 34, 23, 11 1 

14 34, 34, 23 1 

15 34, 34 1 

 

When a new n-gram is picked from a session, it is added to the sorted suffix array if it does 

not exist there. But if it exists, the count of suffix is incremented by one. The final improved 

n-gram suffix array is shorter than the regular n-gram suffix array because of the introduced 

count figure. 

The suffix array contains substrings (sequences of pages) of suffixes. It can be confirmed by 

the count. If the count is the same in the substring and the string, they are from the same 

session. Therefore, we remove the substrings and it also reduces the array length. The 

suffixes (page sequences) are processed in the regular expression engine and regular 

expressions are its output. 

We have used page sequences as strings. There are a few syntax patterns for regex. Here, we 

used traditional UNIX egrep regular expression syntax [124]. 
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4.5. Regular Expression-Based Episode Representation 

Let web page P be denoted as P and Session S as S=P[1]P[2]...P[n] and let P[i,j] denote an 

episode of S ranging from i to j. A regular expression can be mapped to any page sequence 

and it can be called an episode.  

When we map episodes to sessions, there can be alternations, repetitions and concatenations. 

For example, suppose e1 and e2 are two regexes from sub-sequences n of session s, and n1 

and n2 are sub-sequences of session s. If e1 matches n1 and e2 matches n2, then e1|e2 

matches n1 or n2, and e1e2 matches n1.n2. 

 

Figure 4.6: Sample session with page sequence 

 Consider the example given in Figure 4.6. It shows a session with page order accessed by a 

user. There are page repeating patterns as shown in sections (a) and (b). Regex for a is [P2, 

P3](2)  and for b is P8[2]. Session s is updated as in Figure 4.7. There are no overlapping 

episodes in the session in Figure 4.7. The regexes in the middle are also considered. 

 

 

Figure 4.7: Session with episode representation 

4.6. Episode Clustering 

For clustering, the page and episode occurrence matrix in sessions is used. 1 or 0 in the 

matrix represents the occurrence of pages and episodes. Frequency matrix is another possible 

candidate but it does not give semantic meaningful results. Therefore, the occurrence matrix 

is used.  The sequence of page occurrences is not considered in this approach at the cluster 

level but the page access sequence is included in the episode.  
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Episodes are created considering the sequence. The page IDs in sessions are replaced by the 

episode IDs. Some page IDs remain in the matrix without getting replaced by the episode 

IDs. The remaining page IDs and episode IDs are clustered. 

4.7. Summary 

In web usage mining, there are many methodologies to identify user access patterns such as 

clustering, Apriori algorithms, web access pattern tree (WAP-tree) and mining frequent 

patterns. However, in these methods it is difficult to determine how each session deviates 

from other sessions within the same group or cluster. It is important to find these slight 

differences between sessions. These seemingly insignificant changes could be the most 

important for a domain expert as they may resemble anomalies such as an attack. One of the 

limitations in k-means [96, 103] and other clustering mechanisms is that they remove noise 

from the data [63]. Here, important data or patterns might be lost. For example, an attacker‟s 

access sequence might be discarded as noise since it may be considered as an outlier.  

To solve the above problem, the concept of an episode was used in web usage mining where 

an episode is a sequence of access pages that has semantic meaning. Session contains zero or 

more episodes. An episode is seen either as part of a session or the entire session. The slight 

changes are easily highlighted in the access patterns when sub-patterns are replaced with 

episodes.  

The episode based web usage mining system was fully developed and the results were 

evaluated. The results are presented in the next chapter. In addition to identifying frequent 

patterns, we demonstrate that this technique is able to identify access patterns that occur 

rarely, which would have been simply treated as noise in traditional clustering mechanisms.   
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5. EVALUATION AND DEMONSTRATION 

5.1. Overview 

The purpose of this chapter is to demonstrate and evaluate the work so far described in this 

thesis, in order to justify how it meets the objectives of the thesis described in section 1.2, and 

to provide evidence on the thesis contributions (section 1.3). 

In this study, we presented two approaches; normal proceeding in web usage mining with 

EM+DBSCAN and the episode based approach, which were explained in chapter 3 and 

chapter 4 respectively. For this demonstration and evaluation, access logs from different 

types of domains are used and the data set is explained in section 5.2. A university website, a 

financial institution website and a non-profit organization website are considered in our 

demonstration and evaluations in both approaches. These websites are denoted by U, F and N 

respectively, from here onwards. Here, we present quantitative and qualitative experiments 

done during the system evaluation. 

Section 5.3 demonstrates the experiments and results of evaluating the EM+DBSCAN 

approach. There are four sub sections; comparing clustering algorithms with EM+DBSCAN, 

evaluating cluster signatures uniqueness using coverage and discrimination, detecting the 

temporal website changes between EM+DBSCAN and popular, often-used clustering 

algorithms, and demonstrating social media impact on website access patterns and network 

attack detection.  

Evaluation on the episode based approach is described in section 5.4. It detected all the 

unique signatures recognized by the first approach in section 5.3.2. Section 5.4.3 describes 

identifying attacker sessions on a website, which was not detected in the first approach. 

5.2. Data Set for Evaluation 

Access logs from several websites (U, F and N) are collected and the size and time durations 

of the server logs for each data set are shown in Table 5.1. Access logs of each website 

include the entire web requests for all the website resources. 

 



 

56 

 

Table 5.1: Dataset for evaluation 

Website Size of log file 

(MB) 

Duration  Web Request 

count 

Web Session 

count 

Website N 4781  13 Months 19 million 984,081 

Website U 582 3 Months 1.75 million 32,823 

Website F 274 3 Months 0.82 million 13,421 

 

5.3. Evaluation of the EM+DBSCAN Approach 

Two quantitative and two qualitative experiments are done during the system evaluation. U, F 

and N websites are considered in our evaluations. The four evaluations pave the way to a 

better understanding of the system. 

The first evaluation of the quantitative analysis compares the performance of k-means, EM, 

DBSCAN and our EM +DBSCAN clustering algorithm. Next, we evaluate the accuracy of 

automated signature generation for clusters. The third experiment evaluates how the website 

changes with time and analyzes the temporal effects on clusters and sessions. Fourthly, we 

demonstrate how the anomalies and attacks are detected by the system and the impact of 

social media on websites. 

5.3.1. Evaluating Clustering Algorithms 

The quantitative analysis consists of evaluating four clustering algorithms. They are: k-

means, EM, DBSCAN and EM+DBSCAN algorithms. These algorithms are used to cluster 

the web sessions. For the k-means algorithm, the number for the cluster count is the input to 

the system. However, the actual cluster count is not known beforehand in a typical scenario. 

Even the domain expert will have difficulty in determining this number. Table 5.2 depicts the 

number of clusters identified by two domain experts in four different months in 2015 for the 

non-profit organizational website. The experts were interrogated to discover how many 

behavioral model counts (clusters) they would estimate. The two domain experts gave 

different estimates since their levels of expertise differ. 
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Table 5.2: User behavior model count by domain experts and the system 

 

User Behavior Model Count 

Data Collected Months Jan-Feb Feb-March Apr - May June-July 

First Domain Expert 5 9 13 13 

Second Domain Expert 4 6 15 13 

System 8 12 13 14 

 

An incorrect estimation would not give a good clustering over the log data. Other problems 

arise since the experts do not know how the users really act in the system. These facts can be 

clearly seen in Table 6.1. There are many methods to carry out the same task, therefore the 

experts do not have sufficient information on which paths the users take. In January and 

February the domain expert did not know the actual user behavior model count, and when 

comparing their cluster count with that of the system, the resulting error was between 5% and 

6%. In March, the website was improved and the experts were expecting a higher user group 

count increment, but the actual user group count increment was more than they expected. The 

error was between 6% and 7.5%. In April, a new user behavior model was introduced.   

Figure 5.1 compares k-means, EM, DBSCAN and our combined algorithm EM+DBSCAN 

over non-profit organization web sessions. For this comparison, 30,000 sessions were 

considered. V-measure, intra-cluster and nearest cluster distances are used to evaluate the 

clusters. High values are preferred for the v-measure and inter-cluster distances, while a 

lower value is preferred for intra-cluster distances. EM+DBSCAN gives a better result for 

intra-cluster distance and v-measure against the other three algorithms as shown in Figure 

5.1. Nearest-cluster distances represent an average result (second to k-means). Figure 5.2 and 

Figure 5.3 evaluate the clusters which are generated from educational website data and 

financial website data. 
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Figure 5.1: Evaluating cluster mechanisms and EM+DBSCAN for website N 

Figure 5.2: Evaluating cluster mechanisms and EM+DBSCAN for website U 

 

 

 

 

 

 

Figure 5.3: Evaluating cluster mechanisms and EM+DBSCAN for website F 

5.3.2. Evaluating Cluster Signature Uniqueness 

After clustering 30,000 sessions in website N, 15 clusters were identified. By using Frequent 

Pattern Mining (FPM), signatures were generated for 11 clusters and the remaining 4 clusters 
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used Sequence Pattern Mining (SPM) to generate their signatures, as shown in Table 5.3for 

website N. 

Table 5.3 uses standard regular expression notation and the repetitive count is given within 

square brackets. The two values within the square brackets represent the minimum and 

maximum values for the repetitive count. Page IDs are given within brackets. Further, 

coverage and discrimination values were used to describe the clusters. Coverage represents 

the percentage of sessions having the signature in a cluster and discrimination represents the 

percentage of sessions in other clusters not having the signature of the cluster. For a better 

signature, both coverage and discrimination values need to be high. In Table 5.3, except for 

the coverage value in cluster 10 and the discrimination value in cluster 8, others give a higher 

value. This implies that the signatures are unique. 

Table 5.3: Cluster distribution and signature uniqueness 

Cluster Session % 
Signature 

(FPM) 
Signature (SPM) 

Covera

ge 

Discrimi

nation 

Cluster1 

 

2.34%  ('8302', '8356', '8298') 98% 92% 

Cluster2 30.80% ('14043','14043')[

1:4] 

 100% 82% 

Cluster3 18.88% 7826', '1', '7826'  100% 87% 

Cluster4 8.25%  ('1'|'14043')[2], '6686' 95% 97% 

Cluster5 0.47% 7726'[2:4]  100% 95% 

Cluster6 1.40%  ('10447', '10639')  100% 100% 

Cluster7 2.87% 8013', '14043'  100% 98% 

Cluster8 18.91% 12344'[2:3] OR 

'12511' [3:5] 

 100% 69% 

Cluster9 1.83% 1', '13571'  83% 100% 

Cluster10 1.66%  6686, 17182,4944  74% 100% 

Cluster11 2.66%  ('8302', '8356', '8298') 93% 93% 

Cluster12 4.79% 1', '8298', '1'  88% 100% 

Cluster13 0.09% 10561', '8394'  100% 99% 

Cluster14 1.04% 12796'[2:4] ('1'|'14043')[2], '6686' 100% 89% 

Cluster15 4.00% 17182'[3:5]  92% 97% 
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5.3.3. Evaluation of Effects of Temporal Website Changes 

With time, all the websites change and evolve. The website administration needs to monitor 

and control user behavior on the system in a proactive manner. Here, by examining clusters 

and their signatures, the system is able to evaluate how far user behavior is affected by 

website changes. For example, training materials for school students were introduced into the 

non-profit organization website. The administration expects a change in the user behavior 

model because they expect more visitors to their website. Thereby, the administration can 

evaluate the success rate of the change done to the system by comparing the change in user 

behavior models, as shown in Figure 5.4. It represents a new cluster generation. 

 

 

Figure 5.4: Effect of training session addition to the non-profit organization site 

 

Other than the new cluster creation, splitting and merging behavior in the model is seen 

within the clusters. Those can happen due to changes in the user navigation structure such as 

the addition or deletion of a web page or a change in a UI component.  

Figure 5.5 is generated using 30,000 sessions of website N web logs collected over a four 

month period. Sessions are plotted with the x-axis representing time in months and the y-axis 

representing clusters. There were 3 major navigation changes during the four month period, 

according to the website administrator. Using EM+DBSCAN all the 3 changes were clearly 

identified as shown in Figure 5.5. Numbers 1, 2, and 3 in Figure 8 represent the site menu 

change, hyperlink change and the new feature addition respectively. 
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Figure 5.5: Detecting major changes in the website using EM+DBSCAN clustering 

The clustering results using EM, DBSCAN, k-means (with the cluster count given by a 

domain expert and after finding the cluster count from EM+DBSCAN) are shown from 

Figure 5.6 - Figure 5.9. 

 

Figure 5.6: Detecting major changes in the website using DBSCAN 

 

3 
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Figure 5.6 shows the results using DBSCAN on the aforementioned dataset. It only 

recognizes one change (cluster 11), out of three.  

Figure 5.7: Detecting major changes in the website using k-means with domain expert  

 

The output of k-means when run with domain expert given cluster count (9 clusters) is shown 

in Figure 5.7. It is unable to find any changes. Since these experiments were done for three 

sites we notice some domain experts also do not have accurate user group counts but later are 

able to identify better cluster counts (user group counts) for their websites by looking our 

cluster outputs.     

 

 

 

 

 

 

 

Figure 5.8: Detecting major changes in the website using EM 
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Figure 5.9: Detecting major changes in the website using K-means with a cluster count of 15 

 

EM is unable to find any changes as shown in Figure 5.8. Figure 5.9 shows the output of k-

means with the cluster count using EM+DBSCAN. It identifies two major changes (in 

clusters 2 and 8) out of three.  

5.3.4. Demonstrating Social Media Impact on Site Access 

A qualitative analysis of the impact of social media and attacks of the system is discussed 

below. A new cluster getting generated without any changes in the website is an indication of 

an anomaly or a social media impact. After clustering using EM+DBSCAN, social media 

impact, anomalies and attacks were distinguishably clustered together. In order to identify 

whether a particular anomaly or attack was caused by a malicious user, manual involvement 

is needed. Index database is used here to retrieve the log records for the sessions and clusters. 

By going through the log records (HTTP referrer and agent), it can be determined if the user 

is non-malicious or the request is coming from malware software. After verifying the HTTP 

referrer of the particular sessions in the newly generated clusters, malicious activities and 

malware are identified. 

1 
2 
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In Figure 5.10, cluster 3 clearly shows the density changes over time. The index database is 

queried for the log records corresponding to these sessions. The HTTP referrer confirmed that 

these accesses were initiated from a social media site. Therefore, it was identified that the 

high interaction on social media was a result of the website‟s social media page sharing the 

particular content on social media. 

 

Figure 5.10: Impact of social media on the user behavior model 

Figure 5.10 corresponds to the same dataset used to generate Figure 5.5. The effects of social 

media on the website accessing patterns were not clearly identified by the use of the 

DBSCAN algorithm and EM algorithm. By using the k-means algorithm with domain expert 

knowledge, the impact of social media on user behavior is identified in Figure 5.7 cluster 3. 

The effect is not seen when using the k-means algorithm, which used the cluster count from 

EM+DBSCAN. 

5.3.5. Attack Detection 

Clusters are built using the page occurrence matrix, which is a binary matrix. It represents a 

particular page existence in a user session. For experiments, we also used a frequency matrix 

that represented the number of times a page occurs in a session. The frequency matrix is built 

for each cluster. The clusters generated using the frequency matrices are shown in Figure 
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5.11. A new cluster is generated where there was no website change. Therefore, it is an 

interesting cluster and the corresponding web sessions were manually explored, which 

showed evidence that this cluster corresponds to an attack. The attack was confirmed 

manually using the index database. A drastic increase of the page occurrence count for one 

page was identified, which deviates from the normal user page access count. Time duration 

for a page access was less when compared with the same for a normal page access. The name 

of the HTTP agent, „bit-torrent‟, also indicates that this is an attack. 

 

Figure 5.11: Generated new cluster that represents the sessions of an attack 

5.4. Evaluation of the Episode based approach 

Firstly, two quantitative experiments are discussed and secondly, a qualitative experiment is 

described in section 5.4.3.  

5.4.1. Improving Clustering with Episodes 

In the first experiment, we cluster the three sites U, F and N using DBSCAN and k-means. 

First, we run the algorithms with web page occurrences in the session. Then the algorithms 

are run with episode based sessions. Completeness is a standard way to verify the 

effectiveness of clustering mechanisms [125]. A clustering result satisfies the completeness if 

all the data points that are members of a given class are elements of the same cluster. This 

test was conducted only for website N for 1 month of sessions. Figure 5.12 shows the results 
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in a bar chart. We can see that our episode-based approach gives a better performance with 

respect to completeness.  

 

Figure 5.12: Comparing completeness of clustering algorithms with episodes 

User sessions are built from log data of websites U, F and N but for this test, only website N 

was used as website F and U did not have a labeled dataset. Domain experts labeled the 

clusters and data records for this experiment purpose for website N. We ran the k-means and 

DBSCAN clustering several times with different parameters and got results with 

completeness. Figure 5.12 presents the best count for completeness for each cluster 

technique. A labeled data set is used to evaluate the system for completeness. First, clustering 

algorithms are run on a normal web usage mining dataset. Completeness score for DBSCAN, 

k-means and EM+DBSCAN was above 80%. Secondly, we pass a dataset that we gained 

from the episode based system and scores were above 90%. All algorithms results were 

improved as show in Figure 5.12.  

Figure 5.13 denotes the variation of intra-cluster distances where a lower value means better 

clustering against clustering algorithms k-means, DBSACN, EM and EM+DBSCAN. 

General web sessions are represented in blue and web sessions with episodes are represented 

in red. The k-means algorithm gives a better result for web sessions with episodes with a 

lower value for intra-cluster distance over general web sessions. With episode session data, k-

means, DBSCAN and EM+DBSCAN give lower values for inter-cluster distances, which is 

better. EM has not been improved as the cluster count is not fed to the algorithm. A slight 
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improvement is shown for the EM algorithm when it is run with a cluster count as shown in 

Figure 5.13. 

 

 

Figure 5.13: Intra-cluster distance of clusters (website N) 
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Figure 5.14: Nearest-cluster distance of clusters (website N) 

 

In Figure 5.14, the x-axis represents the clustering algorithms k-means, DBSCAN, EM and 

EM+DBSCAN and the y-axis represents the nearest-cluster distance where a higher value 

means better clustering. General web sessions are represented in green and web sessions with 

episodes are represented in red. The k-means algorithm gives a higher value for nearest-

cluster distances for web sessions with episodes. The improvement of clustering using web 

sessions with episodes in descending order, respectively DBSCAN and EM, with 

EM+DBSCAN.  EM+DBSCAN gives the lowest improvement of clustering on web sessions 

with episodes. When EM is executed without passing a cluster count, it is not that accurate, 

as explained in section 2.5.2.3. The aforementioned is the reason for the performance 

degradation in EM+DBSCAN.  

5.4.2. Evaluation of Memory Usage 

 In the second experiment, we improved the suffix array by introducing the suffix count. This 

improvement reduced the length of the array. This is due to the array only containing unique 

suffixes with the session count. So we can identify the most common suffixes of all the 

sessions.  
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Figure 5.15: Suffix array length growth for the two suffix array versions in website N 

 

As shown in Figure 5.15, the normal suffix array represents a linear relationship with session 

count and suffix array length. The improved suffix array comes to a steady state when the 

session count is increased. This reduces the machine memory usage as it contains less data 

respective to the normal suffix array.   

Figure 5.16: Suffix array length growth for the two suffix array versions in websites U (left) 

and F (right) 

Figure 5.16 presents suffix length reductions by the improved version of suffix array. It 

improves system performance pattern retrieval with less memory usage.   

5.4.3. Identifying Attacks on a Website 

In the qualitative experiment, we demonstrate how we found two attacks and some other 

interesting user patterns in website N. Here, two detected website attacks are demonstrated.   

We have a list of episodes with regex representations and each episode has the occurrence 

count stored in the improved suffix array. The most common episodes can be identified from 

the count. We can also find the most similar episodes for any given episode. 

By looking at the count distribution, we can find interesting patterns. If a particular episode 

has a less count value in the suffix array, and the similarity between this episode and others is 

less, then this episode could most probably be an attack. If regex similarity is high, count is 

low and the episode repeating count is very high, this could also be an attack. After 

inspecting the particular session and log record references (where the user was previously 

browsing) we can confirm whether this is an attack or not. The time gap between web 
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requests sent can be used to confirm whether the interesting pattern belongs to a human user 

or a malicious tool.  

Using the approach just discussed above, we detected some attacks, which are explained 

below. An attack was detected and the attacker‟s web session sequence was similar to a 

normal user access pattern. In Figure 5.17(a), a normal user access pattern contains 1 to 4 

episodes repeating and in (b) the attacker pattern also repeats the same episode (page 

sequences) but the repeating count is very high ()from 30 to 60. This attack was also detected 

in our first approach as explained in Section 5.3.5 

Figure 5.17: (a) Normal user pattern (b) Attacker pattern 

 

 

Figure 5.18: Slight change in cluster 

Figure 5.18 represents two sessions that have very similar page occurrences but with a slight 

difference. Clustering techniques assigned these two in to one cluster. However, the change  

1,0,1,1,1,0,0,1,1,0,1 

1,0,1,1,1,0,1,1,1,0,1 
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is interesting. This can be an attacker pretending to be a normal user, which can be more 

harmful and harder to detect. This was not detected in our first approach.  

The second attacker sends few requests to common pages such as the home page and contact 

page denoted by p1 and p2 as shown in Figure 5.19. Then he sends requests to admin pages 

(p23, p24) and login pages (p25), which a normal user does not request in this sequence. Web 

pages p26 and p27 are also admin pages that normal website users do not access. He repeats 

this process again many times. Figure 5.19 shows the page request sequences. 

 

Figure 5.19: Sample web session attack 

Therefore, we can see that the attackers camouflage themselves as common users but 

examining their user patterns can expose their malicious behavior.  

5.4.4. Common User Patterns 

Common user patterns are nicely highlighted and the access patterns are presented using the 

regex feature repetition and alternation.  

Figure 5.20: Search user access pattern 

Figure 5.20 shows the search user access pattern where, P1 = home page, P2 = feature list 

page, P3 = search page, P4 = Result page, P5 = result detail page. The user comes to P1 (home 

page) and then moves to the feature list page, P2 where it lists down website features. He 

picks the search feature from the feature list page and navigates to the search page, P3. He 

loops 1 to 4 times between pages P2 and P3 as shown in Figure 6.19. Afterwards he finds the 

interesting results, he sorts and filters the results in the result page, P4. The page P4 is looped 

1 to 3 times. He then finds the correct result and goes to the detail view of the result item P5. 

Figure 5.20 represents the regular expression by P1, (P2,P3){1:4},P4{1:3},P5 
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Figure 5.21: Article readers access patterns in website N 

 

Figure 5.21 shows the access pattern of alternation where, P32 = article list, and P33, P34 and 

P35 are article pages. He navigates through P1, P2, P12 and P32. P32 is a page that lists articles. 

The user can select from the alternatives P33, P34 and P35, the article he prefers. P1, P2, P12, 

P32(P33| P34|P35) is the regex of Figure 5.21.  

From the experiments, we can conclude that for the non-profit organization‟s website, most 

users use only about 5% of the website functionality and some users loop through few of the 

web pages over and over again. This leads to a better understanding of human interaction and 

interfaces of a website. It brings about better designs in HCI and resolves navigational and 

other access issues in a website.  
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6. Discussion 

This chapter discusses the contributions of this thesis, and possible improvements. A 

discussion of the implemented framework with respect to its accuracy, usability, and 

scalability is also provided. 

6.1. Contributions 

For web usage mining, modelling website user behavior from web access logs is a basic and 

important requirement. This research has been able to develop novel mechanisms based on 

regular expression and episodes. The system identifies the slight variations between user web 

sessions, which is one of the tough tasks in web usage mining and anomaly detection. The 

hybrid algorithm, EM+DBSCAN, solves the problem of cluster parameters and produces 

good results with respect to accuracy. 

The contributions of this thesis are: 

 An approach to detect website user common and uncommon access patterns from web 

access logs 

 Implemented an episode based approach for web usage mining 

 Introduces EM+DBSCAN to overcome the limitations in clustering algorithms 

 The concept of regular expressions for web usage mining 

 Improvement of web log preprocessing stage 

The following paragraphs discuss each of these contributions. 

This thesis presents two approaches to detect website user access patterns from web access 

logs, as discussed in Chapter 3 and Chapter 4. This system clusters the common access 

patterns in web session data. The system identifies unique signature for each cluster that 

groups the sessions into the same cluster. Signature coverage and discrimination values, 

which are presented in Table 5.3, show that signature uniqueness is high. 

We implemented an episode based web usage mining system. Regular expression is used for 

the first time in web usage mining. Section 5.4 demonstrates results from the episode based 

approach and evaluates the results between normal web usage mining against episode based 

web usage mining. The figures in section 5.4.1 shows improved nearest-cluster distances and 
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intra-cluster distances. The preprocessing stage is also improved by the episode approach as it 

reduces session length.  

 EM+DBSCAN executed in web usage mining without passing parameters for clusters solves 

the cluster parameter issue described in section 2.5.2. This hybrid clustering technique 

identifies temporal effects on the website such as web page updates and social media impacts. 

It also detects web attacker sessions, as described in section 5.3.5. EM+DBSCAN is 

evaluated against existing clustering algorithms with real data in different domains with 

regard to web usage mining as described in section 5.3.1 and it shows that the accuracy and 

clustering has improved.  

Regular expressions are used to represent an episode, which is a novel technique in web 

usage mining. Repetitions and alternations are used in regular expressions as explained in 

section 4.5 and web sessions with episodes with regular expressions are demonstrated in 

section 5.4.4. 

Section 5.4.2 explains the improvement in the web log preprocessing module with the 

improved suffix array and regular expressions as it reduces the volume of the data used in 

web usage mining.     

6.2. Usability 

The system is implemented in Python scripts and is a Python module. It can be installed in 

any machine that has Python installed. It is tested with an i3 (3
rd

 generation) processor with 4 

GB RAM. The preprocessing unit, which is explained in section 3.3, handles access logs by 

reading the directory configured in the system. The system generates output files with 

clustering results that is in a human readable format (CSV). The system does not contain a 

user interface, which could degrade the usability. This could be added as a future 

improvement. 

6.3. Scalability 

The Python module is developed in standard web usage mining architecture, as explained in 

section 2.3. It has followed the standard Python development style and all custom parameters 

are in the configuration file. Therefore, it can be deployed into a new server or PC easily. The 

system can be configured to execute just one module of web usage mining such as 

preprocessing only. EM+DBSCAN contains an iterating process and takes more time to 
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execute than other clustering algorithms. Improving the performances of EM+DBSCAN  is 

something that can be done in the future.   

 

6.4. Accuracy 

As explained in Chapter 5, EM+DBSCAN has produced better results when compared to 

EM, DBSCAN and k-means. It handles the effects of temporal website changes compared to 

other clustering algorithms such as EM, DBSCAN and k-means, as explained in section 

5.3.3. Section 5.3.4 demonstrated interesting findings such as social media impact on website 

access. The system detects slight changes between web user sessions and leads to detecting 

web attack sessions that are not detected in normal web usage mining clustering techniques, 

as explained in section 5.4.3. No system is perfect; therefore, there can be more interesting 

patterns that are not identified by the current system. There is room for improvement in web 

usage mining with respect to accuracy.   
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7. CONCLUSION & FUTURE WORK 

Many clustering algorithms have been used in web usage mining, and many of these 

clustering algorithms face the parameter problem. Most cluster algorithms need the number 

of clusters in the data set or minimum instance count for density region. All those parameters 

have a massive influence on each algorithm and its results. In web usage mining, it is hard to 

know the exact values or predict values for those parameters and data is presented as user 

navigation patterns. Values for parameters fluctuate with time as websites are updated and it 

is hard to handle the clustering algorithm in an effective manner since those algorithms are 

bound to those parameter values. 

The second problem in web usage mining is that there are many methodologies to identify 

user access patterns. These include clustering, Apriori algorithms, web access pattern tree 

(WAP-tree) and mining frequent patterns. However, with these methods, it is difficult to 

determine how each session deviates from other sessions within the same group or cluster. It 

is important to find these slight differences between sessions. These seemingly insignificant 

changes could be most important for a domain expert as they may resemble anomalies such 

as an attack. 

The first approach solves the web usage mining problem with regard to the clustering 

techniques, by combining two well-known clustering algorithms to overcome their 

drawbacks and to come up with an optimal result for web log clustering. This hybrid 

clustering algorithm stands ahead of k-means in clustering the web logs. To execute the k-

means, we need to know the cluster count. The EM+DBSCAN is a novel method of mining 

web logs and it gives an accuracy improvement over k-means. 

User access patterns and user behavior are the main outputs of the system. After every site 

update, the administrators can verify if the system has achieved its intended goals by looking 

at the latest trends of the user navigation models. Therefore, the method can be used to 

improve the HCI and navigations across the website. It can also give an indication of how far 

the core features of the site are used. Detecting attacks, identifying the normal user model and 

social media impact evaluation are some of the other uses of the system. 

As future work, a performance improvement is required. Sampling the dataset and 

eliminating the iterations are some of the possible approaches for performance improvement. 
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Weblog cleaning, clustering and signature generation are fully automated. However, the 

attack detection process is a semi-manual system with index database queries. Therefore, the 

attack detection should also be automated. 

The second approach is called episode-based approach. This thesis presented a regular 

expression based approach to identify website access patterns of users, which is a novel 

mechanism. Although regular expressions have been commonly used in many other domains 

to identify string patterns, this is the first time they are applied in identifying website access 

patterns. The use of regular expressions not only identifies the common access patterns, but 

also the rare access patterns, which could refer to anomalies such as attacks. We 

demonstrated that the completeness, intra-cluster and nearest-cluster of clusters with this 

episode based approach are considerably higher in some popular clustering algorithms (k-

means, DBSCAN, EM and EM+DBSCAN). 

Currently, we have not considered the „not‟ notation in regex. Therefore, we cannot include 

them in our representations. In future, we are going to implement the „not‟ notation in our 

solution and cover all meta characters in regex such as [^], ? and \.  
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APPENDIX A:  SOURCE CODE 

The source code and the libraries which were used with the software have been included in 

the attached compact disc. A guide on how to install the software for testing has been 

included with the software source code. 


